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Introduction
Valley Fever



Over the past fifty years, changes in the scope of social data collection and analysis have radically reorganized how we experience and make our lives. Much of what we do is now immediately authenticated, recorded, classified, and scored on some sort of scale. We live in an ordinal society, a society oriented toward, justified by, and governed through measurement.

How did this happen? Technology gave us the means to grasp the totality of people’s lives in the form of discrete, standardized units of information.1 It fed on an abundance of personal data emitted by ever smaller and more powerful computing devices that ended up first in the homes, then on the laps, and then in the hands of billions of people. The networked structure of the World Wide Web scaled up and amplified this process. Some of this data was exfiltrated covertly, but much of it was freely and even eagerly given out of hopefulness, convenience, or sociality. Managers and financiers became convinced of its usefulness and started to chase after it.

The increasing capacity to frame and use these data has reorganized markets, the state, and social life in general. Methods for analyzing it are by now everywhere. They streamline and automate processes of risk prediction, resource allocation, communication, and decision-making. Sometimes these methods are plausible and precise; sometimes they are opaque and even absurd. But either way, they group and stratify people in ways that are both highly individualized and flexibly differentiated according to the demands of particular settings. We cannot escape this process; in fact, we count on it. In domain after domain, it is changing the overall distribution of opportunity, the everyday experience of status, and the nature of economic competition. In its wake, our moral intuitions about merit and personal worth are changing too.

Even when the data is bad, or the analytical results are spurious, the outcome is a form of rationalized stratification. It is not that everyone is simply reduced to a faceless number. Rather, the ebb and flow of social and economic life is expressed by and managed through measurement. An ordinal society creates order through automated ranking and matching. The apparent power of its methods justifies the ostensible rightness of its hierarchies and categories. Interaction and exchange are built around a flow of personally tailored, data-driven possibilities. For people who are “well classified,” the results are often quite gratifying and carry a sense that what is personally convenient is also somehow morally correct. For those who are not, the outcomes can be more punitive, but are no less moralized.

That is the social form we seek to understand in this book. To grasp the structure of an ordinal society, we must first have a sense of how it emerged, and then try to understand how its component parts work. These components have, of course, more than one source, and detailed histories of their own. Where do we start? We can get our bearings by sweeping across a familiar landscape. The arc to follow is the changing relationship between information technology and power. We begin our history at a moment when the leading edge of the computer revolution seemed as if it might be at odds with the very idea of a well-ordered and carefully measured society. We begin in the home of the 1960s counterculture.

We begin in California.


Homestead Dreams

Until the 1940s, the rolling hills of Santa Clara Valley were best known for their orchards and open fields. The most significant economic activity was canning fruit. At the northern end of the valley, Stanford University was a quiet campus still widely known as The Farm.2 But change was in the air, quite literally. As early as the 1910s, the Bay Area had been an early hub for ham radio enthusiasts. In the 1920s, entrepreneurs like Bill Eitel, Charles Litton, and Jack McCullough began building vacuum tubes and other components to serve this community. For a time they existed quietly in the long shadow of East Coast giants like General Electric and RCA. The outbreak of the World War II brought a surge in demand for their products from the larger manufacturers, and the attack on Pearl Harbor transformed the importance of their proximity to the Pacific coast.3 After the war, these tendencies were accelerated by the great surge of US military spending that accompanied the beginning of the Cold War. With science as “the endless frontier,”4 hard cash from the US Department of Defense started pouring into universities, eventually reaching the West Coast. In 1951 the Stanford Industrial Park opened its doors, encouraging students and faculty to launch businesses. Hewlett-Packard, founded by two Stanford electrical engineering students in the late 1930s, blossomed into a local powerhouse and the darling firm of the era. More established players such as IBM and Lockheed soon followed. They, too, were eager to secure their own slice of the new federal contracts and to capitalize on the local concentration of brainpower. Encouraged by government subsidies, private capital also started to take notice and developed a new form of financing specifically oriented to meet the needs of a high-tech, high-risk sector.

Digital computing was a new and rapidly expanding enterprise. Although born in World War II and raised to adolescence within the military-industrial complex, the culture of computer science in the 1960s was not entirely one of pure secrecy, high seriousness, and Cold War paranoia. To the contrary, it was shot through with thick streaks of both libertarian individualism and communal cooperation. Engineers valued a somewhat cranky form of independence within a context of freely circulating knowledge and a hobbyist ethos of practical tinkering. Perhaps these practices were a cultural sublimation of the “closed world,” command-and-control political vision that dominated the era.5 Perhaps they were responding to the long shadow cast by the earliest computer geeks, working mostly unbothered as “blue sky” researchers with a commitment to the sharing of methods, tricks, and fixes—an approach that later came to be known as a hacker ethic.6 Or perhaps it was simply a convenient story that allowed each generation of entrepreneurs, especially the very young homebrew startups of the 1970s, to reclaim credit for themselves alone and draw a discreet veil over their sector’s deep history of government sponsorship and military applications. It may even have been something of an accident. It took quite a long time for researchers and engineers to fully grasp the distinction between software and hardware, and thus to see the vital importance of software as a thing in itself, over and above the physical computer it was written to run on.7

Whatever the reason, as the era of “big iron” in computing gave way to smaller and more personal machines, an influential subset became increasingly vocal about the politics of software and its use. Engineers and programmers tinkered with and extended the operating systems that were licensed to run on their corporate and university mainframes. By the 1980s this tendency had produced a nascent ecology of shared tools. It also gelled into a self-conscious movement committed to the idea that software should be free. Richard Stallman, then at the Massachusetts Institute of Technology, published a license, the GNU General Public License (commonly known as GPL), that permitted the authors of code to distribute their work freely and without any warranty while it also forbade any subsequent proprietary modifications. The practical goal of the Free Software Foundation was to develop a complete alternative to the Unix operating system. The organization wanted software shorn of the burdens of intellectual property, something that could not be reincorporated into any subsequently copyrighted piece of code.

In the end, the free software movement did not succeed in liberating computing from the shackles of copyright. It became somewhat bogged down by internal disagreements about the relative purity of purpose that would be required for the revolution to succeed. Stallman’s particular vision was also complemented, or outflanked, by related projects released under less constraining licenses. (These included BSD Unix, which still underpins Apple’s operating systems, and the hugely successful Linux kernel, which allowed a Unix-like operating system to run on cheap PC clones.) It did, however, represent the most pointed and uncompromising formulation of a long-standing and more general ethic of sharing of what came to be called open-source software, broadly construed. This way of working persisted and indeed has continued to flourish to a remarkable degree right alongside the cutthroat, patent-ridden world of corporate competition in the technology sector.

In any case, by the late 1980s and early 1990s, advances in computing infrastructure had allowed communities of users to coalesce in a manner enabled by the technology itself, much as radio hobbyists had a half century before.8 But computing made possible collaboration and participation on a much larger scale than radio ever had. Moreover, its diffusion was much more rapid, and its resistance to centralization—for example, its conversion into simply a new form of broadcasting—ran much deeper. Information technology really did seem to have abolished the constraints of time and space in the manner first predicted by postwar visionaries in the late 1940s and first demonstrated in nascent form by the Silicon Valley innovators of the 1960s.9 New kinds of communities formed and flourished around these communication networks. They were virtual and global; they had a temporality of their own, emancipated from the demands of synchronicity; most important, the range of choices on offer was enormous, and people could join or leave at will.10

Initially they were relatively small in scale. Computers could be remotely accessed via text-based terminals. Discussion communities flourished in the 1980s through various bulletin board systems and on USENET. Files could also be shared over file transfer protocol or, starting in 1991, with a protocol like Gopher.11 In 1993, the World Wide Web was launched as a protocol running on the internet that specified some seemingly incremental improvements to open document sharing. It might not have seemed particularly transformative, but the consequences were remarkable. Its combination of free-standing sites, simple page-based structure (including images and other media), and the convenience of navigation through hyperlinking enabled its rapid growth. Also, it was free and unencumbered by licenses. Self-styled virtual communities set up in this new landscape, established their homesteads, and began to figure out how to cultivate and manage settlements on their own.12 Their self-consciously worn social identity was often expressed in this language of pioneer, homesteader, explorer, or frontiersman—people who left the noninitiated in the dust. The hacker myth expanded to offer a path toward a kind of transcendence, toward what Vincent Mosco called “the digital sublime.” The computer promised to “lift people out of the banality of everyday life” and the drudgery of history, geography, and politics.13

The excitement and often the hubris of this mid-1990s moment can be seen in various manifestos from the period. America’s leading futurist, Alvin Toffler, declared all standardizing and centralizing organizations, including governments, obsolete; he announced the coming “demassification” of existing institutions and culture.14 He was echoed by electronic rights advocate John Perry Barlow, who rather grandly proclaimed the internet a realm of pure freedom that anyone could enter “without privilege or prejudice accorded by race, economic power, military force, or station of birth.” Within its constantly expanding borders, ideas—of whatever sort—circulated without restraint. Identities were fluid. No one could claim sovereignty, not even the state. In retrospect, this vision seems naive at best and preposterous at worst.15 To be fair, Barlow did presciently recognize that the global nature of the internet made it hard to govern. But like any good manifesto, his “Declaration of the Independence of Cyberspace” imbued a utopian vision with an air of inevitability. It borrowed its key term, cyberspace, from a much darker rendering of the future, William Gibson’s Neuromancer, but it was an optimistic piece of writing.16 The expansion of cyberspace would be inexorable but beneficial.

Speculation about new forms of cultural and political organization that technology would enable fused with confidence about the benefits of free and open-source software development.17 The fantasy of a happy, cooperative anarchy (a bazaar) that also outcompeted the bureaucratized engineering models of IBM or Microsoft was hugely influential, even if the reality of most open-source projects bore little resemblance to the ideal.18 Beneath the surface, “private corporate networks” still remained “the keystone of the internet arch.”19 Meanwhile, and notwithstanding the assertions of the manifesto writers, the state was very far from withering away. To the contrary, in its role as the regulator of the telecommunications system it did a great deal to encourage the exhilaration surrounding the web. In the debate over the Telecommunications Act of 1996, the doomed effort to regulate obscenity and indecency online received the bulk of the public’s (and Barlow’s) attention. But most of the act relaxed rules for ownership and market concentration in a way that generally pleased Silicon Valley. “We were all deregulators” remarked Joseph Stiglitz, then chair of the President’s Council of Economic Advisers. “By adopting [the language of] deregulation ourselves, we had in fact conceded the battle.”20

The pace of change had been very high since the personal computer revolution had escaped the bounds of hobbyism in the early 1980s. Computers were now both a consumer good and a business necessity. As fortunes were made and lost through that decade and into the next, the image of Silicon Valley took shape through the repetition of stories that became myths. Giant firms were born in garages and basements. No one wore a tie to work. Corporate hierarchy was passé. College dropouts became chief executives. Self-taught geniuses wrote their own rules. Work, education, and play were tightly connected. Barely out of school themselves, these new executives established their headquarters as “campuses” outfitted with lavish cafeterias and a range of amusements. At the height of the dot-com boom, the workspaces of startups looked like dorms and ran like boiler rooms. In late summer the wider world of hackers and misfit makers met by the thousands in a makeshift city in the Nevada desert, built a gigantic effigy out of wood, and set it ablaze in a paroxysm of expressive frenzy and chaos.21 It was all very exciting.

Challenges arose as fast as the expansion of the web itself. When the dot-com bubble burst in March 2000, many startups were simply unable to survive, if survival required making a profit. At that point, the importance of hardware design and manufacturing was in steady decline in Silicon Valley. Instead, software ruled, and services offered on the web were at the center of the action. Most of the largest and most recognizable internet startups, such as Google, either sold their services at a loss or simply offered them for free, with no clear view of how they were going to turn what seemed like a novelty, or a useful tool, into an actual business. The ones that did manage the transition were prompted by the valorization of what Shoshana Zuboff has called the “behavioral surplus.”22 In effect, what had previously been a cost of maintaining a service—all the infrastructure of servers and their log files, databases and transaction records, their user actions and their histories—became a source of data that might be turned into revenue. Unprofitable lines of business in search, in chat, in social interactions, and many other places could be repurposed by taking advantage of the digital traces people left behind on their own computers and the servers they connected to. Companies breathed in the exhaust fumes of their own data and found that it smelled of money.

The first, clearest, and largest market was advertising. The search industry rapidly became ad driven. The basis for Google’s initial success was a network-based method of ranking searches, analogous to bibliographical measures of influence or sociometric measures of centrality, that allowed the web to speak for itself, as it were, to tell the user where the best answer to their query might be found. Thus, early on, Sergey Brin and Larry Page argued that, by contrast, “advertising-funded search engines will be inherently biased towards the advertisers and away from the needs of the consumers.”23 But they came to realize that what they were in a position to build was the most powerful advertising infrastructure the world had ever seen. The opportunity to learn from the incomprehensible quantity of data passing through Google’s servers meant that the needs of consumers might stand a little reconceptualization.

Silicon Valley culture shifted too. It took hardly any time at all for the early frontier mentality of the World Wide Web to become a well-articulated business creed. By the late 1990s the concept of “disruptive innovation” was already taught in business schools as a particular way that markets came to be reconfigured. Rather than something wholly outside or separate from existing markets, the sort of innovation seen on the web could be interpreted as a kind of challenge from below, where a seemingly less useful or poorer-quality product or service cannibalized better-established and more easily understood offerings. The idea was expanded upon and reinterpreted. It came to connote a form of success strongly associated with technological change, and particularly with the displacement of some physical service with an online one. This sort of “disruption” was what the innovator brought, often in the form of a straightforward disregard not just for entrenched convention but also established law.24 Google held on to its original motto (“Don’t be evil”) for a while, but Facebook’s Mark Zuckerberg chose “Move fast and break things” to represent the culture he was eager to foster. In 2021, former Wired magazine editor and flying robots company CEO Chris Anderson asserted on Twitter,


“Ask forgiveness, not permission” is the guiding motto of Silicon Valley. That means innovating in the regulatory “gray space” between the obviously allowed (too crowded) and the obviously illegal. Think AirBnB, Uber or even our open source drones, which … all found loopholes or ambiguity in existing regs to introduce something new, which then proved too popular to shut down. But once you win with this strategy, you then have to work with regulators to evolve the rules to explicitly cover what you do, so you can scale. That’s an unnatural act for tech CEOs, but like it or not, a necessary one.25



The shift from the sale of physical computer hardware, first to packaged software and then to web services as the basis for success in Silicon Valley, fostered a firm belief that “code” could and should solve most problems facing society. For the region’s “technological solutionists,” disregard for legal rules, hierarchies of knowledge, and existing organizational forms was the price of progress.26 There were echoes of Karl Marx and Friedrich Engels, who also acknowledged capitalism’s astonishing power to rip up the world and replace it with something new and almost incomprehensibly dynamic. “All that is solid melts into air”: capital discards obsolete technologies and fills up junkyards; it sheds the chrysalides of antiquated social structures, leaving a trail of destruction in its wake; it mocks ideas whose time has passed and incites the laity to pray to new idols. The metamorphosis is painful for everyone, even capitalists. To survive, they too must undermine their own production base. Joseph Schumpeter, himself a fine reader of Marx, termed the process “creative destruction”: the opening of new markets, the creation of new capacities, and product innovations, which “incessantly revolutionize the economic structure from within, forever destroying the old one, incessantly creating a new one.”27 While the new revolution was made of code rather than coal, scripts rather than steam, its language and imagery was curiously and inescapably industrial. Code was made, it seemed, in forges, with engines, through pipelines, by foundries—an entire metaphorical world of intensely physical production was conjured up to represent the activities of people who spent their days in front of screens, typing. They were not writing; they were building. Soon they would be mining also.

Wild fortunes were amassed out of this Schumpeterian ferment. In the Bay Area, several batches of twentysomethings became millionaires, and a few turned billionaires. The associated mythos was also economic, luring the hopeful and the skilled, year after year. In the physical setting for all of this—in the actual place—property values soared, rents became astronomical, and homeless encampments sprung up as neighborhoods transitioned to accommodate the new class of coders.28 By 2018 San Mateo had the most interpersonal inequality of any county in California.29 Local politics remained firmly Californian, combining a lofty progressivism in principle with a fierce conservatism when it came to one’s own property. As more and more people lived and died in the streets of San Francisco and Oakland, Silicon Valley continued to cheerfully trumpet its ambition to “make the world a better place” through dataism, artificial intelligence (AI), and biogenetics.30

It was all a long way from the dream of cyberspace (though perhaps not that far from the original vision of cyberpunk). And yet, long after its arguments appeared quaint to the point of embarrassment, there were moments when Barlow’s optimism seemed on the verge of bursting forth once more. In the early 2010s, around the world, these new communication technologies were at the center of a momentous wave of political upheaval, briefly reviving the old dream of the web as a democratic force. In the early 2020s, decentralized finance and cryptocurrencies seemed to revitalize and once again radicalize the promise of digital homesteading. But the Arab Spring failed to deliver the expected transformation. Social networks turned alarmingly divisive.31 Crypto markets descended into fraud.32



Crabgrass Frontier

Why did technolibertarian ideas about freedom and the internet seem initially plausible? By the same token, why did they become dated so quickly? Part of the answer is simply the speed with which the World Wide Web expanded and diffused after it was established. Once a new technology is incorporated into everyday life, and once there are enough people who not only use it routinely but also have grown up with it, it will simply be taken for granted. “Real power,” Mosco reminds us, is achieved when a technology “[leaves] mythology and [enters] banality.”33 The diffusion of the personal computer and, later, the internet, the web, the search engine, and social media, enabled and amplified a culture of connection, personal growth, and individual fact-finding right across people’s lives. That sort of process will reliably strip the sheen off any revolution, even if the new arrangements have ongoing effects that really are properly revolutionary. This is not the whole answer, however. Looking back on the expansion of the web, we can see why its initial architecture was so appealing to a broadly countercultural and moderately anarchic constituency, but also how its foundations gradually came to support layers of additional organization that resulted in a very different outcome from what these optimists had imagined.

The first wave of speculation and generalization about the web was able to emphasize the twin themes of freedom and community because the protocols that ran the internet and the web were open. The specifications for network transportation, for applications like email and later hypertext-based web connections, were all decentralized and accommodating. The “P” at the end of abbreviations like TCP/IP, SMTP, and HTTP is for “Protocol.”34 Like a standard or a specification, a protocol organizes a task and allows for it to be controlled.35 Despite the military sponsorship of much of the early research into distributed communications networks, the specification of the internet’s suite of protocols had an intrinsic openness to it that carried through to the hypertext transfer protocol (HTTP) written down by Tim Berners-Lee and Robert Cailliau around 1990. Combined with hypertext markup language (HTML) for documents and a system of unique identifiers for locating them—universal resource locators (URLs)—the web rapidly established itself as a means for making material of all kinds available.

In principle, anyone could write a piece of software that implemented the protocol for serving up web pages. And in principle anyone could use that software to set up a server and use it to make text and images available to the world, or host discussions, or establish communities, or do any number of other things. Once the pages were public, anyone with a browser could just grab them from the server with a minimum of fuss. Earlier tools had done similar things. But there had been nothing quite like the web. Its relative lack of centralization and ease of use was tremendously attractive to early users and prognosticators.

The protocols that carry the web’s information have been greatly expanded and refined since their origination, but their core remains stable. The very oldest web pages still render in modern browsers. Protocols are slow to change. As it turned out, however, making direct and relatively unmediated use of them was not what most people wanted. Although the most enthusiastic writing in the early days of the web was filled with images of the frontier, of homesteading, and of unfettered, free-form exploration in “cyberspace,” it quickly became apparent that the overwhelming majority of people were not in a position to run their own servers or actively manage their own virtual homesteads in any kind of regular, self-sufficient manner. Even the small minority who were equipped for that sort of task generally preferred not to if they could pay someone else to do the job instead. Administering a server turned out to be frustrating when it was not merely boring. Certainly people wanted some means of connecting to what was on offer online. Many also wanted a way to actively contribute. It was just that, if they were in the business of producing what later came to be called “content,” they wanted that process to be easy and quick. That meant having someone else do the work of serving it up. And finally, when it came to finding interesting things (or just locating people they knew about), they wanted some effective means of search and navigation to make that task easy also. This became all the more pressing as the web very quickly expanded far beyond any individual’s ability to keep track of its content.

These fundamentally demand-side forces propelled the rise of so-called Web 2.0 technologies. This newer wave of places on the web offered sites and services that did something useful or fun but also made it relatively easy to be their client. These services were not, as a rule, part of the utopian world envisaged by early enthusiasts. Commentary around this transition sometimes recalls the disappointment verging on contempt that revolutionaries can have for the preferences of the peasants they have liberated. Repeatedly, the opportunity to build a little online homestead from the ground up was rejected in favor of services that did that work and facilitated the interactions and experiences people wanted to have, or the services they wanted to consume, or the tasks they wanted to perform. The values of self-sufficiency, autonomy, and privacy seemed to give way easily before the desires for convenience, ease of use, and practicality. Like Silicon Valley, the web steadily became more suburban.36

Even today, there is nothing intrinsic to the architecture of the web, nothing in its underlying protocols, that prevents the kind of widely distributed, robustly local, essentially decentralized network of free communicators—both cultural producers and consumers—that the likes of Barlow imagined.37 But that is not what the overwhelming majority have chosen to do with it. Putting this point in the language of choice may seem like a mistake given the sheer social power of the organizations and institutions that constitute the digital economy. And indeed, we shall explore and critique the character of that power throughout much of the rest of this book. But the growth of these services and the digital economy in general was not simply imposed on people. The tech landscape is littered with the wreckage of huge investments that were catastrophic failures, rusted hulks of grand schemes that were a gigantic waste of money because people simply did not care to use them.38

The concentration of power on the web is not at the level of protocol but rather of infrastructure, of the servers that deal with billions of requests for content and services. This is not just a matter of the relationship between dominant large firms and atomized individuals. When it comes to their presence on the web, even the largest firms are themselves usually in some client-like relationship with a very small number of core service providers. Amazon’s Web Services division or, in a different way, content distribution networks like Akamai or Cloudflare sit behind all manner of different sites. Today the hyping of blockchain and AI technology might reenact something like the earlier transition that gave rise to these giants.39 Excitement about newer, unproven tools strongly recalls the early phases of the web’s expansion and its first major wave of consolidation. In crypto, a practical layer of relatively focused, centralized service provision once again has emerged on top of a decentralized protocol that has many different applications in principle. Just as with the first wave of dot-com expansion and subsequent Web 2.0 reconfiguration, there is a great deal of money to be made. And again, as before, enthusiast investors (such as venture capital firm Andreessen Horowitz) and tech evangelists, as the industry calls its product marketers, tend to focus on the liberating possibilities of the protocol rather than the centralizing tendencies of the server / service layer being built on top of it. In the interim, half-baked ideas, ill-advised enterprises, and outright scams have proliferated. They have drawn in new participants eager not to miss the moneymaking moment. The evangelists insist that this is simply a temporary phase, the regrettable but inevitable birth pangs of a new era. Once things settle down, the benefits of the new way of doing things will be transparently, reliably, and equally accessible to all. The difficulty is that reaching this point tends to bring just the sort of concentration in infrastructure and elaboration of administrative control that the evangelists insist we are about to transcend.

In the dream of a transition to “cyberspace” it was the “weary giants of flesh and steel” (Barlow’s metaphor for state agencies) that were about to be surpassed. The bureaucracies of the industrial age were to be displaced by the pure flow of “transactions, relationships, and thought itself.” The freedom to create and consume would be available to all and “anyone, anywhere may express his or her beliefs, no matter how singular, without fear of being coerced into silence or conformity.”40 Thirty years on, as another round of this dialectic plays out with a new set of protocols, the residuum of the earlier vision can be seen littered across the social web. A stew of intimate convictions and personal “research” underpins the process of knowledge production and belief formation. Its outputs are shared across gigantic commercial platforms with unprecedented reach, enabling a thriving ecology of self-broadcasters, streamers, and influencers.



Soft City

The tools made to help people navigate the rapidly expanding web exemplify both the early importance of autonomy and the subsequent shift toward more powerful models of organization and control. The social mechanism that bridged from one to the other was the notion of reputation, and in particular the way that a measurable system of reputational assessment and ranking could act as a means of asserting individual value and also be a method for matching people with what they were looking for. One of the earliest cases of this process in action can be seen in the initial struggles and subsequent growth of eBay, the auction and trading site.41 Selling items online or brokering transactions for real money was a challenging proposition in 1995. Early sales immediately gave rise to problems of trust and social order as people were scammed or otherwise ripped off. The solution eBay came up with was a feedback system that allowed the parties to a transaction to rate one another and publicly assess their satisfaction with the transaction. The ability of users to contribute to and be judged on public reputation was what propelled eBay’s imperfect but viable expansion. Reputation allowed buyers and sellers to more confidently assess listings and successfully match with exchange partners.

As eBay became a national and later a global marketplace, this system was repeatedly tweaked and adjusted, almost always in the direction of imposing more thoroughgoing structure and more detailed policy on what had initially been a quite open flea market. In the end, a reputational system could not by itself sustain a market at this scale. Feedback itself became a target for gamesmanship and exploitation. But as an initial mechanism it was extremely powerful. Feedback was formalized into measures of reputation, which facilitated ranking and matching, and helped create groups of recognizably better and worse participants. As we shall see, this process of producing groups or categories through a rank-and-match process, and of habituating people to think in terms of that process, was repeatedly adopted as a solution to all kinds of problems.

Something similar happened in the world of web search, just at one level removed from individuals seeking to connect with one another to transact. Here the problem was not finding the right exchange partner but surfacing the right piece of information. The first properly successful search tool was a web directory run by two Stanford graduate students. It was called Jerry and David’s guide to the World Wide Web. Renamed Yahoo! in 1995, the guide offered a top-down approach to the search process. The name stood for “Yet Another Hierarchically Officious Oracle.” Not everything was worthy of inclusion. People who wanted to list web pages had to submit to a review process run by a small army of human editors known as “surfers.” The websites were selected and categorized by hand. As a search engine, Yahoo! originally sent queries to this directory and encouraged users to browse it. In structure and spirit, searching its listings was the last gasp of the sort of comprehensive index of interesting stuff that had been pursued by the Whole Earth Catalog.42

The Yahoo! directory survived until 2014. By the time it was at last retired, a different model of search had long since supplanted it and, in the process, completely reorganized public and professional understandings of what using the web was about. The PageRank algorithm, developed by another pair of Stanford graduate students in 1998, didn’t just search through the network; it searched with it. That is, rather than simply sifting through a topic index, or looking for the needle of a specific bit of text in a haystack of pages, Google’s search understood that the network structure of the web encoded information about the reputation and reliability of its content. Links between pages formed a de facto structure of judgments about the quality and relevance of those pages. That structure could be extracted and turned into a ranking. Google ordered its search results based on a calculation of the reputation of pages it indexed, where reputation was roughly the number of other places linking to that page, but with the importance of each incoming link itself weighted by the reputation of the page it came from.

Someone with a good reputation enjoys the high regard of highly regarded others. In their early papers (and the patent) defining the PageRank method, Google’s founders explicitly linked their approach to network-based methods used in library science to rank the influence of articles, and also to tools for the calculation of centrality developed by social network analysts.43 PageRank began life as a method of (in effect) treating web pages as a giant adjacency matrix and calculating centrality scores from it.44 As Google’s scale and scope increased, the methods it used and the way they were implemented became substantially more complicated and ever more secret. But the general idea of leveraging the global structure of a network of links to generate an indicator of the quality of its individual nodes remained central to Google’s success. The efficient implementation of that model of search is the reason Google far outperformed every other search engine in the early days of its life, from hierarchical directories such as Yahoo! to fast but indiscriminate textual indexes such as AltaVista. An appealing side effect was that it also promised to be much more economical to run. There was no need to independently validate the content of pages. The structure implicit in the network of links itself was the best and most reliable kind of external validation. Or so it seemed.

PageRank boiled the complexity of search on the network down to an algebraic expression, on the one hand, and a large but tractable implementation problem, on the other. It began life as an academic exercise in discovering a better method for finding what you wanted online. When released into the wild it was fantastically successful on its merits. It was rapidly incorporated into the understanding and practice of a majority of internet users, and it became the focus of professional efforts to further assess its quality, and indeed to probe and exploit its weaknesses.45

In one way, Google’s search model brought the freedom of the homestead vividly back to life within the rapidly suburbanizing web. It made the now much larger online world come alive again by making it navigable and useful to people looking for things on it. But it also precipitated a move to a third form of organization—not a homestead or a suburb, but something more like a self-monitoring network, a kind of “soft city.”46 Its inhabitants were still independent and remarkably free, but also much more observable. Once it became common knowledge that Google’s results were also effectively a measure of reputation, other uses for these results quickly suggested themselves. So did generalizations of the idea that rich information about individual entities on a network had tremendous potential value. Why, after all, stop with web pages? Why not also think of networks of page visits (tracked through persistent browser cookies) as carrying a similar metric? Or, for that matter, why not imagine networks of consumers linked by shared purchases as implicitly providing information about the structure and value of market segments? Why not further leverage all of this knowledge to make services more useful to individual users, personalizing results and recommendations to the known or predicted tastes of individual users? Doing this sort of thing accurately, reliably, and at speed was no easy task. But the prospects it opened up were breathtaking—and irresistible. They captured the public imagination and filled the business literature. Tech companies’ affiliation engines proposed lists of “people you may know” or “people you may want to follow.” People heeded the suggestions. Network effects worked their expansive magic: the more people joined in, the more useful and powerful these platforms became. They shaped everyday interactions and propelled the emergence of new kinds of collective actors. Social media technologies performed and produced the social reality that engineers had claimed simply to describe.47

As companies like Facebook grew to reach billions of people, they found themselves with direct access to both very large quantities of data about individual users and the ability to produce a detailed, “network’s-eye” view of the social whole. In a prophetic text, Gilles Deleuze has argued that this kind of infrastructure expresses a distinctive conception of power. Unlike institutionalized “spaces of enclosure” such as prisons, schools, or factories, “spaces of control” are distributed and connected through technical gateways and standards. Movement from one space to another may require some kind of authentication, so they are not entirely open. But people move through them smoothly. The kind of power deployed in such spaces, Deleuze suggests, is not about directly “molding” people but about “modulating” action at a finely detailed level through continuous adaptation and feedback loops. That is to say, control is accomplished cybernetically rather than mechanically.48 Rather than governing by directly disciplining populations, these systems sense and react to the actions of individuals going about their day. We can also see this is an extension of the liberal injunction to exert power through freedom, and specifically through “the mechanisms of the market and the imperatives of self-realization.”49

It might seem as though all this talk of power exerting itself through freedom is a little abstruse, not to say slightly paranoid. For one thing, technical systems exert control quite directly, through processes of authentication and validation, or by way of methods for balancing demand or processing queues. But the more diffuse sense of power as a kind of collective capacity flowing in part through sequences of choice is also perfectly familiar to us. We experience it in quite mundane ways. For example, if you want an image of cybernetically modulated control via continuous adaptation to the flow of free decisions, consider all the drivers who get where they want to be each day with the assistance of Apple or Google Maps. Each individual has a particular destination in mind. Each person’s phone helps them look for the most effective route, monitoring the position of their car, receiving information about the general flow of traffic, the state of the weather, the presence of accidents or speed traps, and so on as they make their way.

In navigating this flow, drivers also constitute it. As transportation planners like to say, these commuters are not in traffic, they are traffic. Their phones track them individually while also aggregating information about the global state using data from thousands of beacons just like theirs. Some information from the resulting network’s-eye view is fed back to the user. This aids individual drivers, helping them choose the right route. But this information also modulates the overall system by prompting drivers as they make their individual decisions. Would you like to accept a faster route, or stay on your present course? A speed trap is reported ahead. The next off-ramp is temporarily closed. Sometimes this mode of control takes the form of reassurance: There is a twenty-minute delay ahead, but you are still on the fastest route. (Please do not do anything rash, like believing you know a shortcut.) Whether navigating a network of roads or a network of pages, the individual user relies on the information flowing through the space of control in order to make their choices, and the flow of choices updates and enhances the system’s global view of its own state.

The process is remarkable, all things considered. A substrate of networked hardware and software produces the flow of information that makes all of this possible. At the level of hardware, the most important phenomenon by far has been the global diffusion of the modern smartphone, to the point where almost everyone in a position to afford an internet-enabled device actually owns one. The software running on these phones, along with every other networked sensor, locator, and transmitter, produces data in order to act on it. Software was “eating the world.”50 The superpower of software—and, by implication, of software developers—seemed to be its ability to absorb and represent all manner of tasks, functions, and knowledge previously confined to specialized devices, tools, or occupations. If a method or technique could be specified, then it could be implemented as a software application. As it turned out, software development itself was not immune from this tendency. The circle was closed just a few years later, in 2017, with the parallel claim that, thanks to the computing power of modern graphics processors leveraged for more general uses, AI was now eating software.51 The methods of machine learning threatened to consume and replace expert, professional knowledge in all its forms, including the expertise of software engineers. Commentators who heralded the rise of “knowledge workers” in the 1980s and the “creative class” in the 1990s went on to see those occupations become a target for algorithmic absorption a few decades later.52

Once trained, the software appeared to have the ability to far surpass its teachers in precision, reliability, honesty, and speed. Markets that were well guarded by powerful corporations, state-sponsored concessions, or legally backed licensing schemes stood ready to be automated away. So did tasks that were once protected by legal privilege and organized action. The certified expert, the salaried worker, the licensed operator, and the small shop owner all faced the threat of displacement, shrinkage, or de-skilling due to the rise of “coder-kings.”53 But increasingly, even the developers were in danger of being automated out of existence themselves.54 Like the Greek god Kronos, the new capitalists were eating their own children.

The idea that artificially intelligent machines might end up doing all the work, and taking all the jobs, is, of course, an illusion. The computers seem indefatigable, but turn out to need round-the-clock human assistance—often in the form of cheap labor located beyond sight, preferably in the Global South.55 Algorithms feel ethereal and intangible, but their operation consumes colossal amounts of energy and raw materials.56 They seem rational and objective, but are only as objective as the data that trained them.57 They appear less prone to corruption, ill will, or incompetence, but system gaming, corner cases, and deliberate misuse are common.58 They are not supposed to notice political pressure, even as those who produce them routinely accede to the demands of authoritarian governments. And they are, of course, vulnerable to the whims and tantrums of Silicon Valley tycoons. As Nick Seaver puts it, “if you cannot see a human in the loop, you just need to look for a bigger loop.”59 Still, the real advances in information technology have been economically transformational, and the idea of automation remains culturally compelling. As they project into the future, the thought leaders of capitalism need more than numbers. They demand stories, fiction, narratives—in other words, belief.60

The cultural beliefs that underpin digital capitalism are characteristically modern. The main claim is that it works more efficiently than previous economic systems. In a way that strongly recalls Friedrich Hayek’s argument about the superiority of market competition, methods for search and other algorithms have come to be seen as the most efficient way of processing a society’s naturally dispersed stock of information.61 The sort of automation that user-facing software revolutionized had less to do with robots assembling things in factories and more to do with people quickly figuring out how to get something done, make a connection, or come to a decision. A second, more normative claim is that all of this data-based intelligence can be deployed to support people’s self-realization as individuals. The web allows them to access the world from their keyboards and to rely on automated tools and analytics to make educated choices about everything in their lives. If early excitement about the internet imagined it to be a foundation for negative freedoms (freedom from any kind of interference, and from the government in particular), the heralds of the mature web insisted that it offered people the means to achieve positive freedom, the freedom to choose, to express themselves, and generally to direct their lives as they see fit.62

The broader historical context was a change in the nature of capitalism itself. After the top-down standardization of the Fordist era, network technologies seemed to offer a means to fulfill a yearning for personal authenticity and emancipation.63 The sociologist Daniel Bell commented on the new cultural aspirations back in the 1970s, noting their apparent incompatibility with the sort of discipline demanded by the capitalist enterprise.64 But the internet supercharged them, and harnessed them to reconfigure capitalist discipline anew. These changes have been overwhelming and strange. In a few decades we moved from a quirky protocol for sharing documents to a system of organization, evaluation, and control that is remarkably convenient, often delightful, and at times frightening. It is on the point of encompassing our lives. Understanding the structure of this new society is the task of this book.








▲ 1 ▼
The Box of Delights




Kay had the box of delights in his inner pocket and sometimes poked his hand inside to be sure it was still there.

—John Masefield, The Box of Delights




Consider two basic experiences of the world of computer-driven smart devices and internet-enabled things. The first sort of experience is the bad one. It is caused by the malfunctioning, misconceived, or badly designed pieces of software and allegedly “smart” pieces of hardware you have encountered over the years, or indeed over the course of this week. You visit a website that promises to make it easy to do something, but it will not allow you to perform some simple and obvious action. You buy a smart light bulb, but it will not turn on when it is supposed to. You try to sign up for a service, but it insists that the kind of name you have is invalid. You stick your hand under the automatic soap dispenser and nothing happens. You talk to a virtual assistant that has the voice of a reassuringly competent and compliant woman; it pretends to understand what you say, yet from experience you know that it is in fact operating on the narrowest of syntactic gauges. Stray just a little from the expected path of instruction and the illusion of interactivity and competence will be destroyed.

The second kind of experience is more pleasing. It is the feeling that some piece of technology “just works,” the feeling that a computer or device knows what you want it to do. It properly anticipates your needs and acts on them appropriately. This is a feeling of magic and delight, or at least a sense of ease and convenience. While this experience of delight is often pitched in terms of increasing one’s productivity or enhancing some convenience in life, it need not have any useful purpose at all. It can be an end in itself.

In the early 1990s, for example, if you were among the small group of people with access to the nascent World Wide Web you might have gotten that feeling from being able to fetch photographs of Mars from a computer located at the Jet Propulsion Laboratory in Pasadena, California, despite being a continent away. There was no particular reason you needed to see photographs of Mars, but the simple fact of being able to do so was a marvel. Toward the end of the first decade of the 2000s you might have gotten that feeling from watching the full-color screen on your new phone slowly but accurately produce your location on a street map. Perhaps there was something useful you could do with that information; perhaps not. In the late 2010s the scope of what you could do had expanded to the point where you might have experienced this kind of delight the first time you stepped out of a building, touched your phone a few times, and saw a car appear to take you where you wanted to go. Just as easily, it might have come from watching fifteen seconds of video that made you laugh by giving you a window to some aspect of the sheer variety of joyful, pointless creativity there is in the world. At present, an AI that can produce detailed images at your behest seems wondrous. Soon, something else—something you don’t yet anticipate, something that does not yet exist as a piece of technology people can easily use, something new—will give you that same feeling.

Social theorists underestimate the power of delight. When a technology can deliver that experience—again, whether in the service of something “useful” or simply for its own sake—people really love it. They will seek it out. They will show and tell it to their friends. The instinct of the critic is to say that this delight is misleading or illusory. If it is associated with something useful to you, such as the wish to be a little more physically active, this is because (the critic may insist) your Apple Watch or Fitbit is exercising a subtle form of control by encouraging you to meet your step count for the day. Not only that (the argument continues), it is also nudging you to value the act of meeting your step count for the day. Most perniciously (the conclusion arrives), you experience all of this as a satisfying personal choice rather than the symptom of neoliberal governmentality it really is. Critique in this vein urges us to examine the structures and forces producing these illusions. The network sending you pictures of Mars is the product of massive state investment; the infrastructure supplying the directions to nearby cafés began life as a network of military satellites; the system providing you with a ride across town is built on the back of a minutely surveilled and relentlessly casualized labor pool. Compared to these forces, focusing on the role of individual delight in technology and its affordances is surely trivial, or even vaguely obscene.

These points are not without merit. But by the same token, social theory in this vein tends to overestimate how often technology works properly. Theorists don’t usually make this mistake in their own lives. This is because their lives are filled with malfunctioning laptops, broken insurance company websites, and stupid pieces of learning management software. But in their theories, algorithms rule. The algorithms embed bias, reexpress structural power, and congeal into a massive, inescapable system of social reproduction. In this way, social-scientific critiques of information technology can end up as mirror images of the happy talk that comes out of the mouths of pitch-deck purveyors. Like a mirror, they reverse left and right, so that Panglossian hype becomes a blanket critique of technology. The world is always being made a worse place, not a better one. But—also like a mirror—these critiques do not reverse up and down. The technology is still assumed to work as claimed, even though in practice it may be buggy or broken most of the time. Thus, while the temperament of theory is critical, a fundamental belief in the propulsive power of technological change still lives in its marrow. The algorithms and the science behind them are assumed to work. It is just that their effects are, in truth, malign. The task of theory from this perspective is to expose that malignancy.

Theories about the relationship between information technology and society reflect this ongoing tension between delight and discontent, between benefaction and dispossession, between being given things and having them taken away. Even the vocabulary used by social scientists suggests a deep ambivalence. Writing in 1952, the sociologist Howard Becker noted that we use the word datum rather than captum for the elemental unit of evidence. The former is the Latin past participle of dare, “to give”; the latter, the past participle of capere, “to take.” Becker thought this an “unfortunate accident of history” because “all data are in some sense capta, for nothing is given unless it is simultaneously taken.” He was writing about academic science. But as Rob Kitchin notes, the idea could hardly fit better within the context of commercial data science, where the sense of capture, even theft, is uncomfortably present.1 At its heart big data is “big capta.” There have been occasional efforts to express this idea more explicitly, if uncritically. For example, in the early years of this century, a line of work at Stanford University proceeded under the label “captology.” The idea was to develop a practical program of research devoted to discovering the product design and psychosocial strategies that are best at directing and manipulating how people interact with computer software and hardware.2

The object of interest there was habit formation and behavioral change. The implicit focus on addictive techniques at the level of individuals, often similar to those used in the gambling industry, encouraged an obvious set of objections. A more critical line of thought frames the expanding scope of data collection in general, and its transformation into a source of value and profit, in terms reminiscent of Karl Marx’s analysis of the emergence of modern capitalism. In this story, the problem is the way people are dispossessed of a valuable, intimate resource, or at least their rights to it. This is a process of enclosure akin to the primitive accumulation of more tangible forms of property. Preexisting practices, social norms, and the law are shoved aside in a predatory scramble for control. A blunt disregard for existing states of affairs is an essential part of the process. Convinced of the transformative potential of their technology, firms capture the commons, disregard the legal rules that structure industries, automate workers away, and commodify everything in their path. Google digitizes entire libraries or sends a fleet of cars out to drive and photograph every road in the world; Uber upends and reconstructs the market for taxis; OpenAI ingests the whole of the web; every major organization tries to collect as much information as it can about anyone who wanders into view, the better to transform them into bundles of comparable, valuable data. During this expansionary phase, the best strategy is simply to see how much you can get away with. In Shoshana Zuboff’s terms, a firm like Google launches “incursions into undefended space,” presses until “resistance is encountered,” and then “seduces, ignores, overwhelms, or simply exhausts its adversaries.”3 Often, data extraction is presented as the natural, desirable, and legally acceptable order of things. Such a quasi-colonial grab for the new territories of intimacy requires some justification.4

For those enrolling in digital systems, however, the experience is generally benign, and often even delightful. Moreover, software now almost always enters people’s lives as a freebie, initially available at no cost. Gone is the time when it was physically packaged and expensive. Like the web itself, the success of almost all major software services depends on their reach, and this in turn depends on them being given away for free or sold at a loss to begin with. The process works through a mixture of sociality, reciprocity, and self-interest. Those early observers who optimistically celebrated the wealth of networks and the independence of “cyberspace” were onto something. They saw that the social logic of digital life has a strongly participatory, effervescent, even emancipatory streak. Indeed, on its face it is about widening the circle of inclusion, so much so that policymakers and advocates have come to frame access to digital technologies as a fundamental human right. If this is robbery, it is less like being held up at gunpoint on the street and more like having your pocket picked at a party. This is the “political tragedy of interactivity,” where willing, often enthusiastic participation in digital media ends in “universal capture.”5

If these services expand through freebies, where does the profit come from? Strategies for cross-subsidization in the digital economy come in various forms. Finding a way to convert users on the free tier into monthly subscribers is the most straightforward strategy. The largest services keep things free to end users. By doing so they hope to create a network or, better, an entire platform that provides third parties with opportunities to extend the service and owners with a steady flow of data that can be mined and sold.

We are left with a field of oppositions that, even if they do not rise to the level of true paradox, remain at least puzzling. In everyday use, software makes previously impossible things easy but remains riddled with irritations and failures. The industry that produces it is intensely competitive, but large parts of it rest on a foundation of open-source tools. Platforms accumulate users and profits but seem to give away many of their products for free. Surveillance and tracking in the service of monetization is pervasive, but people irrepressibly share things with one another and with the platforms. How can so much be taken through the process of giving?


The Gift of Everything

In a classic essay on gift exchange, Marcel Mauss argued that sharing what one has is a primordial feature of social life.6 Acts of generosity that ostensibly need not be repaid, and from which the pursuit of profit appears to be absent, are common and spontaneous. Gifts stitch together the social fabric. This does not mean that sharing is easy. The recipient of a gift is, de facto, in a kind of debt. They feel morally obligated to reciprocate. Giving back, properly timed and framed, offers a way out. The surest way to erase an obligation one has incurred is to repay it exactly and in full. Calculation and money arise out of the desire to escape the inequality and moral entanglements created by gifts. Historically, though, these are late-arriving innovations. Far more of social life is caught up in the ongoing back-and-forth of gifts that never quite balance to a point where neither party owes anything to the other.

The strange power of the gift lies in the “initiating” or creative character of the first “free” act of giving and in the instability and intrinsic ambiguity of subsequent exchanges.7 Mauss emphasizes the structural and ritualistic element of gifts as a means of establishing and continually affirming alliances. The give-and-get of this sort of exchange has several features that distinguish it from the buy-and-sell of the market or the pure quid pro quo of a direct exchange that leaves nothing more to be accounted for. Gift exchange has an intrinsically hazy or fuzzy character that allows both for clear calculation and a kind of plausible obfuscation.8 Its continuity through time puts it at the core of ordinary social relations. Meeting the obligation to return or reciprocate what one has received, in some appropriate form and at some appropriate moment, is what makes gift giving a social relationship. Indeed, that sort of activity is what an actually existing, ongoing social relationship is. There is nothing more to it.

The deliberate lack of clarity about what, precisely, one must do to discharge an obligation allows for cycles of gift exchange to remain slightly out of balance. This is just another way of saying that social relations and the expectations that come with them are sustained through time. A combination of awareness and denial, of interest and disinterest, tends to obfuscate or decenter the economic aspect of gift exchanges. Pierre Bourdieu calls this “misrecognition.”9 It is tempting to see these tendencies and jump to the conclusion that gift exchange is inimical to the calculation of material benefits or intrinsically opposed to counting up credits and debits. But the long history of scholarship on gift exchange in anthropology and sociology makes it clear that gifts and reciprocity create social and economic dependency just as surely as market exchanges. Indeed, pure market transactions mediated by money can be thought of as an effort to make exchanges happen in a way that escapes the tendrils of the gift, that avoids the tendency of gift giving to draw transactors into ongoing cycles of obligatory transfers with all their attendant spillovers and duties.

By the same token, having discovered the economic or calculative aspects of gift exchange, it is also an error to interpret these instrumental elements as the only important part of the process.10 This leads to the view that the calculative actions and payoffs are what is “real” or “rational” in exchange. The attendant elements of gift giving are then seen as merely window dressing, a kind of pointless waste of time and energy that could be dispensed with if only people were honest with themselves about their true purpose. But particular gift exchanges express and encompass social relationships as a whole, making the elements of politeness, deference, honor, and obligation far more than simply empty ceremony. Instead they are, in Mauss’s phrase, a “total prestation” that in any particular case metonymically expresses the existence of the social order it forms a part of, and whose ongoing reality it helps sustain.

Of course, the digital economy is not straightforwardly Maussian. We cannot simply graft a framework for understanding ceremonial exchange across a range of small-scale societies onto the world we now see around us. Nevertheless, we can take seriously the idea that, even in contemporary economies, some sort of “Maussian bargain” is being made over and over.11 Relationships and exchanges in digital capitalism are routinely framed as gift-like. But these are, to quote Dave Elder Vass, “loaded gifts.”12 They imply some form of stealth reciprocation. Often, and in a very Maussian fashion, what ends up being given away in return—your personal data, for instance, or information about your social network—is not something that had any materiality before the relationship was initiated. It only comes into existence through the relationship itself, through the act of enrolling into the nominally free service that facilitates voluntary, lateral interactions between users. That is why such exchanges are often misrecognized and their economic dimension is so underappreciated—or at least it was at first. But it is very real. Just as traditional gifts often involve the exchange of materially valuable goods, the immaterial goods of the Maussian bargain go on to be appropriated, traded, sold, valued as assets, or “shared” again.

Economists typically treat the issue as one of cost-benefit analysis. By one estimate, the median user in the late 2010s would have had to be paid over $17,530 to give up search for a year, $1,173 to give up YouTube, and $576 to give up Facebook.13 If each person, individually, gets a lot more value out of Facebook or Google than Facebook or Google gets out of them, then it is not worth sweating over. But this kind of calculation misses the fundamental reason why people cannot really dispense with these services. Thanks to network effects (the self-reinforcing dynamic between the number of users in the network and the usefulness of the network to each user), the infrastructure they provide has become integral to people’s social lives. Most could not even work without them. From the point of view of the distribution of social power, the advantage is entirely on the corporate side when it comes to any particular choice to opt in. The idea that the Maussian bargain is a voluntarily agreed-upon contract is a mystification, a kind of corporate will “sublimated” through the legal magic of terms of service.14 That myth not only masks but naturalizes the structurally asymmetrical relationship between giver and recipient. It overlooks the imposition of an unsought gift. It creates an object whose value is deemed uncertain and trivial. It produces the fiction that this object existed, lying there for the picking, before the relationship was initiated. And it organizes its immediate trade under the pretense of a self-conscious, rational exchange whose legal terms the user understands and agrees to.

This may all seem a little mysterious or obfuscated in itself. People sign up for free services all the time. In what sense is something being created out of nothing? By way of analogy, it is helpful to think of how much clearer and more obvious things seem when the process runs in reverse. Consider intangible things that we perceive as being taken from people rather than being given away. If something already has a socially real and economically defined existence, if it already is seen as a species of property, then its unilateral transfer back into the world of gift exchange by way of some new technological tool will look like simple theft, at least to its legal owners.

For example, one such moment of reabsorption was the explosive growth of music (and later movie) sharing services. In the late 1990s, LimeWire, Napster, and later various torrent sites appeared on the scene. They were embraced with such gleeful avidity and spread with such astonishing rapidity that they quite terrified the recording and production companies that held the rights to the songs and films that were being exchanged. The gift-based structure of these networked tools was built right into their architecture. At the bottom, small-time users were encouraged to participate by making their own little media collections available to others rather than simply “leeching” from larger sources. At the top, the really large repositories of files, or pointers to them, presented themselves to the world with an extravagant and sometimes outrageous profligacy that was reminiscent of a kind of massive potlatch. All of this was, of course, obviously illegal. From the point of view of entertainment companies and many creative artists it was simply copyright infringement on a massive scale. For them, this sudden reconversion of their intellectual property, of things they had the rights to, back into “things given” represented the annihilation of real value and the elimination of profit opportunities guaranteed by law. But reining in the easily exchangeable and generally nonexcludable character of digital copies of musical, cinematic, literary, or other sorts of creative goods was not easy. It necessitated the development of a huge infrastructure of administration, monitoring, and enforcement—of “digital rights management”—in order to defend the viability of revenue and profit flowing from these materially diaphanous but legally real goods.

Thirty years on, the efforts of media companies to put the lid back on have largely succeeded. Control over music rights is once again securely in their hands thanks to the consolidation of streaming services such as Spotify (for music) and the successful implementation, by platforms like YouTube, of bot-driven “copystrike” methods that continuously monitor uploads for copyright violations and automatically remove unauthorized material. The former make it easy to participate (and pay) legally; the latter make it more difficult to distribute copyrighted material on a wide scale. Recording artists may justifiably complain that the revenue they receive per stream is miniscule, but rights holders capture the available value by streaming their libraries to users for a monthly fee. Much as with the value of any particular user to Facebook or Google, the profitability of the modal recording artist to Spotify is very low. What matters is the presence of their work, the availability of their catalog alongside thousands of others in the broader network of the streaming service. Conversely, Spotify’s (or YouTube’s) service is very much more important to the modal artist in search of an audience than vice versa.

In the ordinary course of things, musicians and audiences form an extensive “art world,” the output of which is experienced live and in person.15 People make music and sing songs together. The ability to capture and reproduce recordings, to isolate and freeze a piece of this practice, made possible the now familiar world of intellectual property in musical compositions and performances. While music is something people just make, and a song or a tune is something people can learn, a recording is something someone can own. The character and scope of that ownership is intrinsically strange for reasons explored in any analysis of the paradoxes of intellectual “property.”16 It is a kind of enforceable fiction. The partial escape of recorded music back into the commons, and its subsequent recapture by rights holders, illuminates the relationship between the social practice of music and the infrastructure of ownership enabled by technology.

In a similar way, the constant flux of social life, the flow of things given in everyday reciprocation, does not naturally exist in the form of bundles of enforceable rights, in legal claims over tangible goods or services, or in measured and analyzable datasets. It is simply what people do, as easy as breathing. The idea that one could in some sense capture and represent this flow—not just every song, but every greeting, every friendly chat, every disagreement, every joke, every frown or smile, every small bit of social existence—seemed, until recently, like a fantasy. And not just fantastical, but also pointless in most cases. Certainly, highly specialized institutional environments measured and managed in this sort of way did exist. Most obviously, some firms and some kinds of financial markets produced, and were required to produce, streams of quantitative data, sometimes in real time, documenting their activities in a very high degree of detail. But no such data-generating substrate existed in most social settings or for most kinds of interaction. Nor did one seem required.

Digital technology, leveraged by the power of the gift, has changed all of this. Far more of our everyday activities now leave some digital trace in their wake, and we have seen a huge scramble to profit from the creation and capture of this information. Within markets, firms are driven to expand as rapidly as possible, to become platforms rather than simply service providers. In the language of economic theory, they tend toward two-sided or multisided markets that rely on users’ freely provided “content” to meet the commercial demand coming from third parties, such as advertisers and developers.17 The flow—the overflow, really—of what comes out of ongoing creative social existence is what stands to be corralled and made valuable. Its mainspring, the give-and-get of ordinary reciprocity in all its forms, drives the expansion of these platforms through gift exchange, and the gift’s marketized simulacrum, the freebie.



The Social Substrate

Business analysts and investors conventionally acknowledge that one of the critical advantages of information and communication technologies is their ability to scale—that is, to rapidly expand their scope without significantly increasing costs. This gives first movers the potential to capture and then enclose the activities of some large number of people within a short time span, and then to control the rules of the game once the boundaries are established.18 In the somewhat hyped-up words of LinkedIn’s founder Reid Hoffman, “software has a natural affinity with blitzscaling, because the marginal costs of serving any size market are virtually zero. The more that software becomes integral to all industries, the faster things will move. Throw in AI [artificial intelligence] machine learning, and the loops get even faster.”19 This sounds quite exciting, although companies and tech leaders rarely acknowledge that this kind of progress generally involves using a great deal of cheap labor, natural resources, and energy.20

The value of many digital services to each user increases as more people participate in them, triggering self-propelled growth. The importance of scale, and of network effects more generally, came to be recognized as computers entered workplaces in the 1970s and homes in the 1980s. The entrepreneur Robert Metcalfe, for instance, gave his name to the idea that the utility of a network to its users was proportional to the square of the number of users on the network. Subsequently, in academic economics, the theory of network externalities was developed in more detail as was, later, a general account of how intermediary platforms provide frameworks that connect distinct groups that stand to benefit from exchange with one another. This is the theory of two-sided markets.21 Yet a focus on the formal benefits of platforms and markets tends to obscure the process through which these new intermediaries were assembled. As the real power of networked computing started to become clear, observers and participants began to grasp its ability to be a kind of “social substrate”—that is, a means of fostering, capturing, and also “programming” sociality in a measurable, analytically tractable form.22 People started to see that theory, technique, and society might coevolve in an accelerating sequence.

The importance of network ties and imagery to market exchange was already recognized by what, thirty-five years ago, was beginning to be called the New Economic Sociology. Sociologists like Mark Granovetter conceived of the circulation of people and goods in society as flow in a dynamically evolving structure of real network relations.23 Social network analysis grew from an academically peripheral position in the early 1970s—or, more charitably, from its niche as a respected but specialized subfield of sociology—into a central project within contemporary social science and beyond. As network analysis proliferated and diffused across the intellectual landscape (becoming “network science” in the process), its ability to cash out some of its most important theoretical concepts and images in formal methods and usable tools was a vital part of its success.24

To begin with, the applicability of these new methods and tools was highly constrained by the scarcity of usable data. The physicist-turned-sociologist Harrison White’s research group at Harvard University, for example, was directly concerned in principle with the theory of large-scale social structure. White and his students explicitly differentiated their approach from a previous generation of sociometric studies of small groups, the sort of semiformal probing of the length of social network chains made famous by Stanley Milgram’s discussion and subsequent study of the “small world” problem.25 They also were committed to developing formal tools—“satisfactory methods for aggregating networks among individuals”—that could be applied to real data.26 But their analytical breakthroughs far outran their computational resources and, crucially, the data available to apply them. While they kept the macrostructure of societies squarely in view theoretically, four of the five applications of the models they developed in a classic early paper on blockmodeling techniques had fewer than twenty-five cases each.

They were well aware of this problem. They argued, following Émile Durkheim, that “the organic solidarity of a social system rests … on the interlock and interaction of objectively definable social relationships.” But they acknowledged that their reach exceeded their grasp: “We see at present no intelligent way to develop role interlock for open networks extending through large populations, even though this topic is much closer to the heart of sociology than is small-group structure.”27 Early efforts by network scholars tended to be dogged by the criticism that they rained an unreasonable amount of mathematical firepower down on the heads of, variously, a small group of monks who did not get along very well, or eighteen debutantes attending a series of dances, or a persistent conflict within a single karate club.28

Despite these initial difficulties, time was on the side of the network analysts. The scale of computing power and data collection started to catch up, and fast. New tools allowed for the accumulation of large databases and the potential to analyze their contents. It also revealed the prospects for surveillance by those in control of information collection and storage. These implications began to be articulated by the end of the 1970s. By the early 1980s a series of well-publicized breaches of government and corporate computer systems by youthful hackers introduced the public to the idea that confidential data was reachable over the phone, possibly by anyone. Commentators saw that computerization presented opportunities for new kinds of data analysis and that this would have broader social effects. A Washington Post article from 1984, for example, discusses the effects on privacy of “a world in which employers are monitoring workers” and “friends and neighbors are prying into one another’s private affairs,” especially “the young computer generation.”29 Scott Boorman, a key member of the research group led by Harrison White that helped catalyze interest in social networks at Harvard in the early 1970s, is quoted in the article. His comments are of interest for the two dimensions of the issue he identifies. The first is the prospect of managers being able to identify “patterns of association between individuals” by way of electronic records. He describes a hypothetical situation in which a manager is concerned that some of his “bright young engineers” might be planning to quit and form a rival firm. “What kind of early warning can one have for that kind of split-off?” Boorman asked. “That can be picked up by phone patterns … the phone calls are flying. Electronic mail is flying.”30

At around the time that network analysis was becoming more common as a consulting product to be used in this way, in the business literature network imagery and “networking” metaphors became increasingly prominent also. People were aware that large electronic databases containing detailed personal information—including network information—were held in both public and private hands, and that this data might be accessible to enterprising hackers over the phone. But although the business side emphasized network imagery (connections, payoffs, brokerage, and so on), discussion on the computing side still tended to be framed in “information society” terms. In that way of thinking, the revolutionary potential of computers and information technology was acknowledged, but its encapsulation within existing organizational and institutional forms tended to be taken for granted. Boorman’s comments in 1984 are again of interest:


“I would say that the concept of privacy is profoundly changing,” Boorman said. “In the old days, 10 or 15 years ago, an invasion of privacy meant that someone had somehow gotten at some personal secret of yours and had revealed it to some third party or to the world at large.”

But large new databases of “very mundane information” about individuals … make it “possible to characterize one’s life history on an almost minute-to-minute basis” on and off the job and to use this information for “something much more interesting than ferreting out particular secrets.”

“I think that this goes well beyond the immediate, classic problem of government agencies exceeding their statutory mandate … In a funny way, the people we are most vulnerable to is [sic] our own immediate employer.”31



The discussion here represents a point when the social possibilities of networked information technologies were beginning to come into focus. They foreshadow a shift from a concern with the effects of “computers” as such to an emphasis on the connections between repositories of information, and beyond that to the prospect of detailed personal data being used in more interesting ways than just exposing secrets. The growth of data collection is acknowledged, and the implications for the concept of privacy are picked out sharply. But the social units involved are still the individual, the organization, and the state. Data repositories are seen as allowing for the ex post reconstruction of preexisting social structure through formal analysis. The networked dimension of the data itself is conceived in much more limited terms, essentially as a problem of unauthorized users hacking their way into systems. What is missing is the idea of a network flow of quantified but “very mundane information” that might constitute rather than merely characterize one’s life history and which might be actively constructed by users themselves rather than simply collected by some supervisory entity.

The core infrastructure of the internet was already in place by the 1980s, though the internet itself was not especially large in terms of the number of computers attached to it. The development of the World Wide Web protocol and browsing software in the early 1990s gave people the basic tools to connect across it and pushed its growth out beyond government and educational institutions. In the early days of the web (before 1995–1996 or so), the marvel was the simple fact of connectivity, the ability to follow threads through a huge network, like a speeded-up version of Milgram’s “small world” experiment. The fact that a network of this sort even existed, was more or less freely navigable, contained a motley assortment of content made available by all manner of people and organizations, and was a network that one could contribute to easily was remarkable in itself. The dominant metaphors of the period emphasized the flow of information across the network (“the information superhighway”) and its abstracted, ethereal quality (“cyberspace”).32 The first wave of investment in dot-com startups, however, funded all manner of ill-advised efforts to get people to buy various products online or provided unwanted alternatives to things already available elsewhere.

Otherwise, though, few websites did anything useful. Retail sites were catalogs. The most widely used navigational tools were catalogs, too, and early search engines did not perform well. Although the majority of websites were reachable from one another, and the existence of links between them made the network imagery more than just metaphor, the structure of the web had no semantic content built into itself. Prognosticators envisioned a world of much richer information flow and connection, but the web during its first boom period did not exemplify it.

So-called Web 2.0 services came closer to the forecasters’ ideal. The key innovation in these technologies was not the network infrastructure or basic protocols for data transmission but the ability to encode, extract, and make useful much of the semantic content of data that had previously been untapped. This was sometimes characterized as a transition from “information silos,” or networks of sites that are formally connected but substantively isolated, to “architectures of participation.”33 The wave of what later came to be called social media began in earnest.

The growth of the web was greeted with understandable excitement by social network analysts. Here was an amazing demonstration of the reality of their subject matter, unfolding before everyone’s eyes in real time and on a very large scale. And here also, at last, was the potential to collect, visualize, and analyze absolutely vast amounts of data on truly gigantic network structures. That potential had remained a distant possibility for a long time. Within the space of a few years, though, the size of actually existing networks that were in principle accessible to quantitative analysis jumped by several orders of magnitude. The upper limit surged from perhaps a few hundred nodes inside a company to millions or tens of millions, as in the case of something like the AOL Instant Messenger network or, later, into the billions with Facebook.

It is at this point that the more sociological aspects of network effects and scale become more salient. The economics of platforms and platform dependence were clear quite early in the expansion of computing, where they took the form of arguments about the importance of compatibility and first-mover advantage in physical computing devices and protocols. But the rapid growth of community-focused websites in the 1990s made the potential economic value of a network of users very clear. While the economic returns to widespread compatibility could be immediately realized in terms of profits per unit of physical computer hardware sold, however, the value hidden inside online communities or social networking websites was much harder to extract.

The problem was how to make money. Having constructed a substrate for the generation of quantifiable data on a new sphere of social interaction, companies found that turning a profit from people’s willingness to engage with websites and one another online was quite hard. Outside of some very narrow professional settings, attempting to charge up front for membership in a social network was a guarantee of failure. While it was fashionable to insist that “information wants to be free,” or to argue that the marginal cost of one extra user, or one more reader or viewer, was zero, in practice someone had to pay for all that bandwidth and all those servers. In the early days of the internet and the World Wide Web, the basic human tendency to connect and exchange was a delightful experience, but once it got moving at any sort of scale it became a huge commercial liability, a puzzle that led straight to insolvency. The first dot-com boom brought forth firms that could not find a way to profitably sell physical goods to customers and startups that acquired huge numbers of users that they did not know what to do with. Propelled by the new infrastructure of networked hardware and software, the power of sociability helped platforms grow to a previously inconceivable size but in many cases also helped them burn a proportionately inconceivable quantity of venture capital before they failed.



The Exfiltration of Sociality

Scalability, then, is not a purely technical problem. It depends on sociability in order to expand, at which point the problem becomes how to canalize all that activity in a way that turns “users” or “eyeballs” into profits. Firms and platform owners repeatedly try to harness basic human propensities to form social relationships, to creatively make things, and to communicate with one another.34 The motives and purposes underlying this sociality are incorrigibly plural. People connect with one another—or come into conflict with one another—for innumerable reasons. From an economic point of view, this flow of human interaction and creative activity is a little like the energy of the sun: it floods across the earth continuously and in vast quantities. Only a tiny fraction of it is captured in a way that is both formally measurable as economic activity and transformed into something financially profitable.

Writing in the middle of the nineteenth century, Karl Marx cast a cold eye on the process of “primitive accumulation,” whereby an initial capital stock had to come from somewhere in order to get the cycle of capitalist growth off the ground. Marx saw this as a kind of highway robbery where “the social means of subsistence and production are turned into capital, and the immediate producers are turned into wage-labourers,” and which tended to be glossed over by the political economists of his own time. (“This primitive accumulation plays approximately the same role in political economy as original sin does in theology,” he drily remarked.)35 Marx’s account focused on the land and the means of agricultural production. It was the means of subsistence that was expropriated, detached from its prior form of existence and converted into capital stock. In our own time, in a different domain, digital entrepreneurs sought to do something similar with social interaction. To borrow a term from the world of information security, they set out to exfiltrate the flow of sociality. That is, they wanted to bleed it off, corral and convert it into something tangible, tractable, and profitable.

During the first phase of the World Wide Web’s expansion, culminating in the dot-com boom and bust of the late 1990s and early 2000s, firms repeatedly found themselves with very large numbers of users happily connecting with one another while producing what would later generically be called “content.” But they had no effective way to turn a profit from these users. A recurrent phenomenon was the tendency for activity on these platforms to exceed or overflow its original bounds as users sought to expand the range of activities and interactions that were possible on the platforms. The problem was how to “monetize” what users were doing, saying, or making on one’s site. In the 2000s, firms began to find new and unexpected ways to exfiltrate a greater proportion of this flow of social energy. They began to take advantage of the digital traces users left behind in log files and other records of activity. Then they began to realize they could actively create as well as retrospectively analyze traces like this. In order to benefit from network effects, digital firms had to find ways to tap the flow of social interaction without drowning in it.

It is important to understand the reciprocal character of this process. In the language of gift exchange, these “things given” do not give themselves, since they have no materiality outside the physical bodies that “produce” them. Instead, human activities must be reconfigured so they become an abstract, information- (and money-) producing process, what McKenzie Wark calls a “hack.”36 The hack is relational and participatory, using design infrastructures to exploit various aspects of human desperation and spontaneity: the critical need to make money, the desire to belong, the ambition to compare favorably. The world of social media, for instance, has been a particularly fertile ground for the deployment of psychosocial techniques that fuel sociality.37 From the endlessly flowing experience of a website or application with an infinite scroll to the dark patterns of opt-out defaults, from the use of recommendation algorithms on streaming platforms to the gamification of user interfaces, from bottom-up advertising campaigns to the promotion of organic viral content, everything is built so that people may indulge in the affirmative pleasures of social connectedness and of leaving their mark online.

These efforts extend far beyond the particular market of self-consciously social media. It would also be a mistake to think that these features are simply the result of deliberate, top-down efforts to design exploitative or extractive features into a platform. Quite often—for good and bad—changes are driven by or originate in user innovations that either increase frequency or intensity of social interaction or widen the scope of what people can do in a particular setting. Platform owners and application developers repeatedly find enthusiastic users “overflowing” the application, pushing the product to do this rather than that, changing its character and purpose in the process. Again, this is not by definition some blandly positive affair. These kinds of activities can, according to taste, range from reconnecting with old friends to relentlessly trolling strangers. As people explore these “off-label” uses, platform owners face the question of whether to accommodate some or all of these activities, at the risk of having their service eaten alive by them.

The feedback process is not a matter of being responsive to the demands of users in a way that always gives them what they want. Managing the flood, so to speak, must ideally be done in a way that allows the firm to take advantage of all of this effervescent interaction in a measurable, profitable way. Take something as simple and mundane as Facebook’s Like button, invented to simplify the comments feedback process from a verbal form to something that could be counted. As Leah Perlman, the Facebook employee who is credited with designing the button, explains, “I was trying to solve what we called the redundant problem. So for example, if you write ‘We’re getting married!’ all the comments used to say ‘Congratulations’ over and over again. I found that really aesthetically ugly, plus, every time someone did say something heartfelt, the post was hard to find among all the other redundant ones. So I wanted to solve both problems at once.”38 Initially the company’s innovation was to include only a Like button and not a complementary Dislike or Downvote button of the sort found on other sites. Eventually users demanded to be able to iconographically express a wider range of emotional reactions, and Facebook had to explore the number and character of the responses it chose to add. Each reaction emoji provides an additional bit of information about the user and the post they are responding to. Or, to take another example, in 2015 and in response to audience demands for representation and inclusiveness, the Unicode consortium, which manages emojis, introduced skin-tone modifiers to the iconographic pictograms widely used for brief communications, jokes, and reactions. These recommendations were subsequently incorporated into operating systems and some apps, such as Slack or Discord.39 A step forward for diversity, to be sure, but also a marvelously compact means of unobtrusively generating data on the race or ethnicity of users who choose to react to things.

Similarly, if it turns out that Facebook users are—to your surprise—using the platform to say little prayers for themselves or on behalf of their friends, why not formalize that use-case with a feature that allows a prayer to be requested or sent? Why not allow them to directly send prayers to one another, or “privately” just to themselves, their God—and you, in your capacity as platform owner? That Facebook might now know what people are literally praying for seems like something from a ham-fisted dystopian novel. But it is not that people are “forced” to tell Facebook their prayers, or that it “colonized” or “appropriated” those activities. Often, users introduce wider aspects of sociality and social practice into this world, and then the company realizes this is a behavior that might be fashioned into something more delimited, organized, data-generating, and ultimately profitable: something that can generate a manageable order, fit for an algorithm to digest, analyze, and sell to advertisers.

Finally, these decisions by Facebook have a kind of performative effect. They normalize the use of cartoonish buttons as an expression of care, adjusting people’s sense of social propriety and obligation, or their yearning for validation, or their desire to be liked not only privately but publicly through the new interface.40 Perlman recalls that the like button “was successful immediately.… The stats went up so fast—all the stats we thought would be affected, but 50 comments became 150 likes, almost immediately. Those people would start making more status updates, so there was way more content and it all just worked.”41 In other words, likes (or views, or retweets) became a form of social currency by which people managed their own social position and assessed the position of others. The resulting psychological obsessions and competitive frenzy fueled the development of what Tim Wu calls “attention markets” and the rise of the ad-driven platform.42

Facebook’s success as a company was initially predicated on making it easy for users to find people they knew and, subsequently, on the way it made it routine to observe the ebb and flow of activity on one’s personal social network one or two degrees out. Controversies over the degree of information that Facebook made available to users about what it saw and stored go back to the very beginning of the company. As it grew, Facebook’s leadership became increasingly eager to discover what, if anything, might define the upper limit of users’ willingness to feed large quantities of mundane but intrinsically relational data to it. More than any of the present-day giants of information technology, Facebook accommodated and then egged on people’s social and creative impulses—their willingness to freely give, freely connect, freely produce, and freely exchange with one another—while also converting that tendency into profit.43 When they have come to light publicly, its discussions of internal strategy repeatedly emphasize this push to have people “share, share, share” as much as possible—with one another and, by implication, with Facebook itself.44 Facebook’s user interface and relationships with third parties (that is, developers and advertisers) were and still are oriented to meet this basic goal.45

This process of exfiltration is not limited to what we might call first-order or first-person levels of data collection. With the passage of time, strategies for exfiltration have tended to extend a degree or two out along people’s real-world networks. In particular, we can see the rise of what might be called “secondary enrollment” through gift exchange. Consider, for example, a grade school teacher looking to efficiently track their students’ behavior and progress in the classroom or with their homework. A software company offers an app that allows students to do their work. The teacher encourages or requires the students to use the app. This provides a beachhead to the devices and the households of the students. Often there is a companion (perhaps fee-based) application for parents to see how their child is doing, which also collects data on engagement and interaction. Having successfully recruited the teacher by providing a useful classroom tool, the application developers now also secondarily enroll students and their parents. Families are the most basic structure of sociality, and thus the most natural one for companies to tap into. What goes for schools also goes for day care centers, hospitals, and prisons. Any institutionalized community provides an opening for drawing in a child’s, or a patient’s, or an inmate’s immediate social network.

If a site or service can ride the flood tide of sociality, it massively accelerates the process of data generation. So companies are eager to foster “engagement,” which in practice means reciprocity, response, tagging, uploading, and virality. These tactics easily backfire. Unanticipated adaptations, gaming the system, voyeurism, and subversive content are rife. Agreements and contracts are worthless. Basic decency and civility are hard to maintain. The more a firm succeeds in increasing the amount of time people spend within its ecology of services, the more those people bring all of social life in there with them. Then firms have to deal with the general problems that come with controlling any large population of people, at the limit facing the problems of government itself. The thrill of engagement becomes the madness of crowds. And yet, people keep coming back. Sociality is hard to live with but impossible to leave altogether. As Michel Callon remarks in a different context, “Overflowing is the rule.… Instead of regarding framing as something that happens of itself, and overflows as a kind of accident which must be put right, overflows are the rule and framing is a fragile, artificial result based upon substantial investments.… In addition to requiring expensive physical and symbolic devices, [framing] is always incomplete and … without this incompleteness would in fact be wholly ineffectual.”46 Even when organizations manage to keep their users under control and measure what they are doing, a great deal of work remains to be done. Having successfully exfiltrated some volume of material, organizations must still find a way to make use of it, without triggering all kinds of alarm bells. The digital residue of interactions, exchange, and encounters seem like they must, surely, be a source of tremendous knowledge and therefore value. Again, this is not something confined to the world of social media or even the consumer economy more generally. Although the ends are different, much the same idea applies across institutional spheres, from the detailed internal data a company can collect about its employees, to the efforts of an education system to monitor the performance and behavior of its students, to a criminal justice system’s ability to check on the people it processes, to a state agency tracking the recipients of its welfare programs. Yet in practice this sort of information is hard to store, awkward to manage, difficult to integrate, tricky to analyze, and risky to exploit. Organizations know they are supposed to collect it. But what are they to do with it all?
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The Data Imperative




As we “make things work,” what kind of world are we making?

—Langdon Winner, The Whale and the Reactor




The problem is that there is just too much data.1 From a conventional point of view, too much is not the problem we usually face when analyzing data, or indeed when living our lives. Instead the problem is that there is not enough. In Lionel Robbins’s classic definition, economics is “the science which studies human behavior as a relationship between ends and scarce means which have alternative uses.”2 A scarcity of means in the face of potentially boundless human wants is the natural state of affairs—that is, until we remember a somewhat different perspective on this question, one shared both by economic insiders, like John Maynard Keynes and Thorstein Veblen, and anthropological outsiders, like Georges Bataille and Marcel Mauss.3 While a concern for scarce resources and the rational weighing of costs and benefits is all very well, in some ways social life is anything but scarce and people are anything but reasonable. From this point of view, human societies are driven by reckless profligacy, impulse, and rivalry rather than prudent saving, coolheadedness, and self-interest. People routinely find ways to squander whatever riches or surplus they have managed to accumulate, no matter how small. Thus, capitalism should be understood as, in Bataille’s words, an “afflux of energy,” an “accumulation of available forces” that depends on a continuous pressure to expend wealth rather than simply amass it.

Bataille called this pressure, and the often catastrophic exertions it inspires, “the accursed share.”4 Excess wealth is accursed, in Bataille’s view, because once it exists it must be expended, often as extravagantly as possible and sometimes in quite gruesome and violent ways. While this perspective is quite alien to a modern economic point of view, it is tempting to see our present moment in its terms. After all, once vast quantities of data have been exfiltrated, once the share has been amassed, then what is to be done with it? It can hardly be allowed to simply sit there. As Maciej Cegłowski notes, the imagery of data accumulation and storage—in particular the notion of a “data lake”—carries connotations of a disaster waiting to happen.5 A huge volume of information presses outward against its vessel. It threatens to overflow its bounds, to burst upon the world in a flood, or be released over it invisibly and ominously, like some mass of radioactive material. When gathering and then storing data in huge volumes is routine, it becomes impossible to imagine such a resource remaining untouched or fully encapsulated indefinitely.

Just as users tend to overflow their platforms, data tends to overflow its containers. Security failures, breaches, leaks, and gross misuses are not rare exceptions but routine events. Collecting more and more data means having more and more secrets to guard. Firms, even those that market themselves as data-safety operators, are systematically incapable of securing it all. Their failures feed an increasingly large criminal enterprise of industrial espionage and ransomware. As Karl Marx’s expropriators ended up becoming the expropriated, so the exfiltrators become the exfiltrated. Even as these problems cripple systems, from school districts to health networks and energy grids, simply refraining from collecting data on a large scale is not really an option. Instead the accumulation of excess continues, and with it the expectation that it will be in some way expended.


Thou Shalt Count

This tendency to systematically collect and attempt to use structured data has deep roots. Organizations have always sought to gather information about themselves and about their environments. While present-day digital tools are novel, the application of “algorithms,” in the most general sense, to the production and marshaling of knowledge is nothing new.6 Indeed, the practice of data collection and recordkeeping reaches back to the origins of literacy and the emergence of the state itself.7 It is almost coextensive with what is formal about formal organization. We can certainly find plenty of early examples of recordkeeping and accounting across the earliest settled societies. But the systematization of numerical thinking as a technology of truth and administration is more recent. William Deringer, for instance, sees a critical shift in the British seventeenth century. This is when, he argues, numbers “were gradually recognized to have special virtues,” to be seen as a privileged medium for political knowledge.8 The nineteenth-century statistical revolution further elaborated on this moral promise by turning numbers into what Theodore Porter called “technologies of distance,” to be deployed in heavily politicized contexts to create an aura of impartiality, certainty, and finality.9 No context was more heavily politicized than the modern states that were being built during this period. In this narrative, the rise of quantification is almost consubstantial with the ascent and legitimation of public administration.

The materiality of modern information processing is also distinctive. It relies on specific technological advances in communication and transportation, and the concomitant expansion of bureaucracy. Between 1840 and 1920, the rising complexity, scale and speed of production, distribution and trade precipitated what James Beniger called the “control revolution”—a “complex of rapid changes in the technological and economic arrangements by which information is collected, stored, processed and communicated.”10 Writing at the tail end of this transformation, Max Weber discussed the step-by-step, distributed, nominally objective procedures for selection and sorting that characterized decision-making in modern bureaucracies, whether commercial or administrative.11 Even seemingly humble innovations such as the filing cabinet were, in their time, quietly revolutionary.12

One of Weber’s key insights was that capitalist markets and bureaucratic organizations shared an affinity for the systematic application of rules and measures. Whether they fell under the eye of the state, the factory, or the commercial enterprise, people and things had to be visible if they were to be managed. The rise of statistics, popularized through counts, charts and atlases, structured new social imaginaries around such conceptual abstractions as sex, race, region, or occupation.13 It is also in the nineteenth century that organizations started paying close attention to the individual persons behind the records. In the American credit market, business guides developed methods to identify good credit prospects. They collected various bits of information about the economic reliability of individuals and corporations.14 Arbitrary as it often was, the use of this data to “place firms in a clear set of ordinal categories” created the impression of precision and order.15 They got better at it as time went on.16 The information used to produce the evaluations was gradually standardized. The ordinal scheme on the output side was steadily refined, allowing for more categories of creditworthiness. Around the country, dedicated organizations compiled and circulated local lists of businesses or individuals to subscribers, providing addresses and occupations, along with numerically or pictographically coded information about their qualities as potential debtors. Classes of people, scores, and prices became closely connected.

The same thing happened in other domains too. Life insurance companies “ranked among the first companies to seek profit from data processing: New York Life … adopted about 1903 the nation’s first numerical insurance rating system, with values assigned to various factors affecting the insurability of patients.”17 In the 1920s, as head of Ives & Myrick, one of New York’s largest life insurance agencies, the composer Charles Ives made it his business to turn life insurance scoring into an objective, scientific operation. Because of the difficulty of storing and circulating individual records, it was often used in aggregated form, as broad, population-wide summaries. Regional maps and statistical graphs allowed for the development of ideas about demographic aggregates, as well as facilitating control over them.18 Meanwhile, measurement scales of all sorts were getting increasingly popular, so the next step was slotting individuals into statistical distributions.19 By the end of the twentieth century, the ambition for more precise measures and more fine-grained classifications continued to proceed unabated in the insurance industry and elsewhere.20 As systematic data collection about populations advanced along with the expansion of formal organizations, the subjects of data collection efforts also increasingly came to see themselves in terms of the classifications applied to them, whether economic, political, or sociological.21

Control efforts were internal as well as external to organizations. The fantasy of mechanizing labor by breaking it down into quantifiable parts arguably began on slave plantations. Later, the birth of social-scientific studies of business organization systematized managerial efforts to measure and control first the most literal physical movements, and subsequently also the mental states, moral characters, and private lives, of factory populations. (At the Ford Motor Company, the name of the division responsible for internal security and the surveillance of workers was the Sociological Department.)22 By the turn of the twentieth century, time-and-motion studies sought to disaggregate the industrial work process in the most detailed way possible. Frederick Taylor held a stopwatch to time workers as they performed tasks. Frank and Lillian Gilbreth used the best technology then available—film cameras—to observe and record the work process in order to understand and reorganize its component parts.23 Their ambitions ran well ahead of the technical capabilities they had at their disposal, but their work pointed firmly toward the future. That future was one of ever greater granularity in observation, data collection, and analysis. Measurement was not just precise, it was as focused as possible. In principle, every relevant detail should be captured and subject to investigation and optimization.

The increasing powers of computing in data collection and analysis complemented these trends very well. Prior to the end of the nineteenth century, counting people and things depended on an elaborate human infrastructure of manual sorters. This started to change when, in 1884, a German American statistician named Herman Hollerith developed an electromagnetic tabulating machine for the 1890 US Census that worked with punched cards made of stiff paper. The tabulator mechanized and dramatically lowered the cost of processing records. “Young, unmarried women” were brought into government offices in large numbers to “ensure that the monotonous labor of punching holes was performed conscientiously, quickly, and inexpensively.”24 Compared with manual ledgers, punched cards also enabled the recording and storage of a larger amount of information about individuals, allowing census statisticians to quickly generate aggregated figures about various population characteristics. Hollerith would soon found the Tabulating Machine Company and go on to win contracts with census operations outside the United States, including the United Kingdom and, infamously, Germany.25 The technology quickly spread to the business sector, and the company was renamed International Business Machines—or IBM—in 1911. Precious company data such as paper-based customer and staff records; purchasing, billing, and accounting ledgers; and more were all moved over to punch cards with the assistance of temporary workers who were the original “coders” and “calculators.”26

The Hollerith card “would become an essential tool for making the world legible to governments and corporations.”27 But it also expanded what was possible, as it dramatically increased the volume and detail of data that could be collected on anything and anyone. It did not simply act as a means of recording what was already there. It allowed new things to be done. It was an engine, not a camera.

The arrival of the digital computer supercharged these control ambitions.28 The move to digital information encoding dramatically expanded the possibilities for computation and recordkeeping applications. It seemed like these technologies would not just give organizations the ability to count but the ability to count everything. Computers were versatile. Their powers could be applied anywhere. Every industry, every business should want them.29 Not only did they vastly increase the scale and scope of feasible data collection, they also hugely enhanced its resolution. It became possible not just to collect detailed individual-level data but also to represent and analyze it at that level. Indeed, there was no requirement to stop there. Even more fine-grained scales—transactions, spells of activity, tasks, subtasks, procedures, events, and beyond—came into focus. The combination of organizational enthusiasm for data collection, growing analytical capacity and anemic privacy protections meant that digital files about employees, consumers, or (non)citizens could be assembled in many settings. Depending on an organization’s purpose and reach, its data might consist of cases or records containing just a few, a few hundred, a few thousand, or tens of thousands of measures, tracked in a continuous manner over time. Individuals themselves were representable not as some fundamental unit but as entities aggregated from records of more detailed decisions or activities tagged with the appropriate database key or identifier. This is what Kevin Haggerty and Richard Ericson call “the data double.”30 The promise was of a system of information that could be as informative in its details as it was comprehensive in its scope.



Thou Shalt Gather

Digital traces logged on servers are the resource that powers some of the most potent prediction and discovery activities in history—in both corporate and noncorporate settings. But they were not always seen as valuable. Search engine companies, including Google, initially dismissed the metadata that people leave behind when they search the World Wide Web as digital “waste.” Shoshana Zuboff describes the realization, by one of Google’s earliest employees, of their possible usefulness as a sort of “accident” and explains how this “discovery” of what she calls “the behavioral surplus” in the early 2000s radically transformed Google’s business model (or, rather, it gave Google the economic rationale that it did not previously have).31 The crystallization came in a patent filed in 2003 in which residual user information was repurposed for targeted advertising. From then on, everybody wanted to pick up the trash—and not only their own. Companies could analyze their own confidential data. Later, they could also absorb volumes of material from the open or commodified web. Later again, they could use either or both to train customized AI models.

One may argue that this shift was no accident. All firms depend on making profits and seek to exploit whatever wealth that has been created.32 But competitive pressures are not the only reason why this particular way of seeking profits came to institutionalize itself. The real achievement was naturalizing the idea that the long-term profitability of organizations depends on the collection and exploitation of data. This notion, which we call “the data imperative,” was a cultural and political accomplishment, beyond the economically driven search for efficiency. As sociologists have shown, people inside and outside an organization have beliefs about the legitimacy of its modus operandi, and they engage in repeated patterns of interaction that structure everyday life within and around it.33 In the 1970s John Meyer and Brian Rowan further argued that such beliefs and routines tend to be institutionalized at a supraorganizational level, in a diffuse but culturally imperious sort of way. In other words, the broader environment within which organizations operate emits powerful injunctions about what they should look like and what they should be doing. Maintaining an allegiance to institutionalized norms takes a lot of effort. This elaboration has a ritualistic character that often becomes detached from the immediate technical demands of work. But the cultural imperative to comply is strong. Any organization that fails to signal conformity with the rationalized myths in its field exposes itself to being regarded as illegitimate. This explains why organizations in the same domain tend to formally look similar, but also why their formal structure is not always aligned with their actual activities, which are subject to different constraints.

These prevailing beliefs about what rational organizational structures and practices should look like may have various sources. Meyer and Rowan mention professions, programs, and techniques. The injunction coming from professions is normative and moral: “We do these things because we must.” Professionals and experts, sometimes self-proclaimed, standardize organizational expectations by articulating a rationale for them. They define and enunciate rules, circulate knowledge, and control certification processes that are designed to ensure compliance to best practices. Legal experts are the most important formalizers of such activities. For instance, Julie Cohen and Margaret Radin show that platforms rely heavily on legal logics and legal documents to naturalize their rights to data and their lack of public accountability.34

The injunction coming from programs, by contrast, is mimetic. It is based on firms looking around their wider environment. “We do these things because that’s what leaders in our field do—and so they must be good.” A surprising amount of organizational practice bears this imitative character, even when justifications have long been forgotten and disillusion about their effectiveness has taken hold.35 Like people, institutions observe each other, fear missing out on the hype, and strive to enact the scripts available in their field.

The institutional command coming from technology is voluntaristic: “We do these things because we can.” Science and technology, Max Weber remarked, are “chained to the course of progress.”36 They contain within themselves the principle of their own inexorable movement forward. That principle, or the notion that everything can be mastered by calculation, Weber calls “intellectualization” and “disenchantment.” Economic constraint is the main thing that stands temporarily against it. But as the cost of technology’s deployment in the world plummets, there is little that can prevent the products of scientific progress from taking hold everywhere and wholly transforming our relationship to the world and to one another.

A careless observer might attribute the practice of collecting personal data to the simple wish to make money, the unhealthy desire to pry into people’s lives, or the grand ambition to surveil and control a population. But in practice, data collection often has a ceremonial character, just as Meyer and Rowan predicted. Professional exhortations; conventional wisdom; falling computing and storage costs; and most recently the gigantic training demands of large language models for content production—all of these forces have pushed organizations to sweep up increasingly large quantities of bits about whatever crosses their path. “Thou shalt gather data” has become second nature for private and public institutions alike. It does not matter that the volume and character of what gets collected may vastly exceed the imaginative reach or analytic grasp of the organization at the moment of acquisition. The assumption is that it will, somehow, eventually be useful or valuable at some economically justifiable cost.

There are many types of data to be gathered, and some are more important than others. At the center of any data infrastructure is what Robert Kitchin calls “indexical data”—data that “enable identification and linking across files … unique identifiers, such as passport and social security numbers, credit card numbers, manufacturer serial numbers, digital object identifiers, IP [network node] and MAC [hardware device] addresses, order and shipping numbers, as well as names, addresses, zip codes.”37 Though private and nonprofit systems have become heavily involved in efforts to stabilize the identification of individuals across time and space, the roots of the “identificatory revolution” go back to the state.38 The development of states’ power of taxation, security, administration, conscription, and redistribution have all depended on the institutionalization of systems of citizen registration and control, whose uses and affordances often far exceeded their original purpose. One example is the Social Security number (SSN), launched during the New Deal in the United States. Originally intended only as a means of allowing the Social Security Board to track the earnings of people who worked in jobs covered by the Social Security program, SSNs gradually became a de facto national identification number for American citizens and residents.

The process took about sixty years. At every stage, the government insisted it was not interested in developing a national ID system. But it was, in effect, doing something more ambitious: maintaining a longitudinal file—a “data double”—on every American. The Internal Revenue Service began using SSNs for tax reporting in the early 1960s. Various state agencies followed: Medicare in 1965 and the military in 1969; by 1970, banks, savings and loan associations, credit unions, and securities dealers were required by law to collect the SSNs of their customers. Expansion of the scope of SSNs continued through the 1980s, eventually connecting to all interest-bearing accounts and most government programs, as well as extending to new classes of person, such as temporary and permanent resident aliens. By the early 2000s, the SSN was ubiquitous. It provided a crucial means of tracking individuals in a consistent fashion across institutional settings and their associated databases, and it was vital to the practical construction of a credit reporting system that could go beyond the scope of data collection by individual banks about their account holders.39

Quite separately, and later, the state invested in the creation of the internet. Initially spurred by concerns about the robustness of command and control structures in the wake of a nuclear attack, the US federal government supported the development of a network infrastructure for computer communication and directly funded or coordinated the establishment of robust core communications protocols such as packet-switching networks, and a system to manage the allocation of server and client identifiers and addresses on a large scale. While these initiatives had military roots, the government subsequently promoted the open standardization through which the technology was able to flourish at first: “At its heart, the internet is just a system of protocols and information exchange rules that all computers involved recognize.… The federal government encouraged a stream of free, quickly shared software that promoted continual innovation on the network.”40

The conjunction of these two distinct developments helped create the possibility of reliably tracking individual activity across open networks in a way that could be connected to both private financial circumstances and interactions with the state. The internet’s infrastructure is fundamentally about the identifiability of bits of information traveling to and from particular devices rather than individual users. But with that in place, subsequent developments allowed for the creation and monitoring of all kinds of more or less stable identities over time, from unnamed but reliable patterns of activity originating with particular devices to known, named users and their accounts. The facticity of “the user” varies widely. An account may be backed by nothing at all, or by an email address (which could mean anything); but perhaps also by a name, an address, a phone number, an associated credit card, an official government identity, a persistent numerical ID, or some biometric tag (one’s face, fingers, eyes, voice), which are altogether more identifiable. Unique identifiers such as these serve as anchors for personal data that might be collected from or matched to other sources. What matters is having a system whereby individuals can be reliably identified and their status rapidly queried, keyed, or merged as needed. The state played a key role in establishing the conditions for the rapid institutionalization of individual identification in this way, and the adoption of this idea by private firms.41

The piecemeal development of traceable markers of identity and the open character of the internet’s evolving infrastructure created persistent ambiguity about the character of “online identity” and its connection to individual selves. But whether we think “being online” is a distinct form of sociality or simply continuous with the rest of everyday life, it means leaving digital traces of our actions. That allows for data to be collected about an awful lot of particular, mostly unsuspicious individuals. Initially, the potential of log files to yield useful data on users was not fully grasped by firms. But they came to see every click or eyeball as having possible economic value. Keeping track of who visited, how they arrived, and where they went afterward was useful enough in itself. But the additional possibility of tracking users across different settings (with the now almost phased out cross-site cookies managed by third parties or simply by fusing data from various sources) and profiling them based on that activity was very appealing. In addition to silently collecting fine-grained data, there was also the prospect of extracting richer information from deliberately contributing individuals. Ratings, comments, recommendations, connections to peers: all are cheerfully fed to companies, perhaps to your benefit, perhaps to theirs. This is by now such a well-established niche that a quite lucrative economy of advice intermediaries flourishes, dependent on the reliably provided collective feedback and pro bono work of the crowd.

Information collected in this way is valuable. Organizations believe it is useful for them to engage in the data collection business, even when they do not yet know what to do with the records they have collected. That is the normative, ceremonial part of the data imperative. But the economic dimension of this imperative also looms large. By now all organizations, including brick-and-mortar shops or public agencies, have learned to see the data they have collected as an asset, which they can hold on to and process, sell, or leverage in their interactions with subjects and with third parties.42 If they are not sure how to transform it, there are other organizations that know, or claim to know, how to extract value, how to unpack the data to enhance prediction, contextualization, and the personalization of services. And these third parties are willing to pay to access this data.

At the core of this process in the United States are data brokers. Their rise largely predates the advent of the web and of the large data monopolists such as Amazon, Facebook. and Google.43 Some of these organizations, like LiveRamp (formerly Axciom), are traditional marketers who built their wealth in an earlier era, often by digitizing public documents held in analog form and assembling enormous consumer intelligence databases from a wide range of offline sources. Others, like Oracle or Salesforce, developed their data brokerage business from a core expertise in computer software. Yet others, originally specialized in risk analytics (notably, credit risk) or fraud detection, have expanded outward, repurposing their own data troves for marketing purposes. Since then, the sector has become a free-for-all. Dating websites, insurance companies, and health care organizations have branched out into data brokerage. Meanwhile, acquisitive strategies have multiplied and diversified. These may include scraping posts, comments, photos, and “likes” from social media websites; purchasing databases from private corporations and public administrations; entering into data-sharing agreements with other vendors; and, last but not least, buying up companies in other sectors of the digital economy (e.g., identity verification, personnel management, and payment systems). The purpose is to clean, merge, and match data across sources. The result is usually lists of digital identities that sell for pennies and can be purchased by anyone with very little oversight (at least at the time of this writing).44 To prove the point, in May 2017 Spanish artist Joana Moll and the activist group Tactical Tech purchased one million online dating profiles for €136 from the US-based company USDate. The batch of dating profiles, which came from across the globe, “included pictures (almost 5 million of them), usernames, e-mail addresses, nationality, gender, age and detailed personal information about all of the people who had created the profiles, such as their sexual orientation, interests, profession, thorough physical characteristics and personality traits.”45 At least in the United States, business has been brisk for the data brokerage industry. According to a Vermont law that requires data brokers to register in the state, there were no fewer than 120 data brokers operating there in 2019. Unsurprisingly, these companies are particularly active in the domains of security, border control, and fraud and risk assessment. In February 2021, for instance, a leaked contract between the “risk industry” firm LexisNexis and US Immigration and Customs Enforcement (ICE) showed that the firm was to “provide Homeland Security investigators access to billions of different records containing personal data aggregated from a wide array of public and private sources, including credit history, bankruptcy records, license plate images, and cellular subscriber information. The company will also provide analytical tools that can help police connect these vast stores of data to the right person.”

Barely a year after publishing this story, the same journalist reported that ICE had “searched Lexis-Nexis over 1 million times in seven months.”46 A subsidiary of the firm, ThreatMetrix, operates globally.

And yet, despite the level of activity in this sector and the demand for the service that brokers provide, it also has the feel of a secondary or even bottom-feeding segment of the ecology of the world of data processing as a whole. The resources available to brokers pale in comparison to the sort of information that the biggest players have accumulated within their own platforms. In principle, and in the aggregate, what the largest contemporary organizations have at hand is the immense yield of the social substrate in the broadest sense, a source of data about what people are doing, writing, or saying (or thinking of saying, as in unsent draft messages) that exists in a form that can be parsed, saved, and mined for information. But “in principle, and in the aggregate” is sloughing over a lot of detail here. Formal organizations have long felt the demand of the data imperative. From time to time, technical advances have transformed either the quantity of information that can be collected or its substantive nature. With data in their possession, in some form or another, the task facing organizations is to find a way to manage and learn from it. This is not as easy as it might seem.



Thou Shalt Learn

Getting hold of a really large amount of data is one sort of challenge. Learning from it is another. Data needs to be properly stored and cleaned before anything can be done with it. Journalistic accounts and depictions in cinema—not to mention discussions by social theorists—frequently gloss over the boring, frustrating, and often disquieting realities of building a dataset, properly securing it, and extracting any kind of meaningful results from it. In the movies, one simply needs to type a natural-language search query or tell the computer to “zoom and enhance” for the desired results to appear. Anyone who has done original analysis on quantitative data of their own, however, will be well aware of just how much work is needed before anything useful can be accomplished with even modest quantities of data—and how problematic much of what is routinely accomplished can be. Even worse, confusion and failure only multiply if there is a need for analyses to be repeatable, or comparable with past efforts, or easily transposable to new settings. At the sort of scale we have been discussing, these issues become serious technical challenges and potentially severe managerial or security problems. An entire body of semiformalized practical lore focuses on what will routinely go wrong in such circumstances.47 Thus, to grasp the changing character of the data imperative, we must understand how the bureaucratic logic of organizations interacts with the computational logic of machines.

Some of the challenges are chronic to any kind of formal organization. Those have been the bread and butter of organizational sociology for decades. For example, upper-level managers or administrators may demand that subordinates build the material infrastructure that will supply a flow of actionable information. Yet the further they are from the organizational site of the actual collection and analysis of whatever information they think is relevant, the less able they will be to really grasp what it means. Meanwhile, subordinates working to set up these systems will need to make practical decisions about how to proceed. Perhaps their choices will have unpredictable or hard-to-see effects later on. These gaps and tears in the seams of organizations are the source of decoupling between nominal procedures and what is happening in practice. This, too, is the focus of much science and technology scholarship. A substantial tradition of research has shown that the gaps tend to be filled in, if at all, by local politics and negotiation, tacit knowledge, and adaptive strategies—including expediency and approximation.

These familiar tendencies take on new forms in modern data collection and analysis. It is easy for data pipelines to interact badly with organizational routines and managerial demands. Data collection tools are complex and often brittle. Even when large in size, data sources themselves may nevertheless be incomplete, unrepresentative, internally incomparable, or subject to various forms of “drift” over time.48 Managerial understanding of them may be weak, especially the farther away from the front line the results are carried. In sum, learning from data at any scale and scope is easy to do badly. Even when applied successfully, analytical tools can be opaque or simply difficult to understand due to “interlocking technical and legal prohibitions” that prevent outsiders from “understanding fundamental facts about them.”49 Malfunction, misuse, and misinterpretation is not only possible but likely. According to the best specialists, much of it is no better than “snake oil.”50

The first computers to analyze data calculated statistics that were meant, at a minimum, to establish descriptive patterns and, ideally, to adduce some evidence for causal relationships. The world of “classical” programming and data analysis as one where some combination of rules and data are algorithmically combined to produce informative answers. Many modern machine learning (ML) methods, by contrast, can be thought of as taking a large batch of data and a smaller set of known correct answers and then computationally combining them to produce rules that can, for instance, be used to accurately classify new batches of data as they are produced.51 That is, computers are programmed to use statistics to identify patterns directly in the data. The computer “learns” from the data and, in the process, optimizes how it performs this task. Computers can also learn to classify data on their own, as it were, and thereby predict how new observations should be classified.

In contrast to the classical case, where decision rules are directly written down by a programmer, the precise rationale for why a modern classifier behaves the way it does is not always obvious. We know what the procedure is in general, of course, because that must still be specified by the software developers. And it is clear what quantity is being optimized by the model because a particular loss function is also specified in advance. But the thing itself, the operation of the classifier in detail, is often opaque to the point of being uninterpretable. Again, it is important to remember that this is always true to some degree for statistical models of any sort of complexity. Even boring old “shallow learning” methods are subject to something like this tendency. After all, with just a few multifaceted interactions or a couple of nonlinear terms, an ordinary regression model quickly becomes quite tricky to properly interpret. But the properties of this sort of model are, on the whole, analytically well understood. The structure of any particular such model can be investigated in a relatively manageable way. Deep-learning models, by comparison, are much more like true black boxes. Their overall properties are harder to understand, or are not yet established analytically. Their internal structure is much less amenable to piecemeal decomposition and investigation. Instead, by their fruits shall ye know them.52

Methods for layered neural networks have been around for some time. Initially developed in the 1960s, they came into more widespread use in applied statistics in the 1980s and 1990s. At that point they were seen as “a flexible non-linear extension of multiple logistic regression.”53 Their usefulness seemed relatively limited. In comparison to more familiar methods they were both analytically less transparent and computationally more trouble than they were worth. While they had some notable successes, they also tended to come off poorly in comparison to their main competitors in the sphere of classification problems.54 But continuing research; the rapid expansion of cheap, large-scale computing power; and the concomitant availability of enormous datasets for analysis and cheap, platformized labor to annotate them resulted in a sea change in the usefulness of these methods.55 Their application began to yield rapid progress in notoriously intractable problems such as speech recognition, image classification, and natural language processing. Today these approaches drive experimentation across a huge range of areas.

Modern ML methods extended the simpler neural networks of the 1990s to many more processing layers—sometimes thousands them. In these models, each layer produces its own representation of an aspect of the data and relays what it has learned to the next layer, all the way to the final one, which uses all the information passed along to generate the resulting classification. Notably, this way of doing things is not like repeatedly applying some more conventional kind of model over and over again. Suppose we have measured some quantity that can be either one of two things, like yes or no, positive or negative, black or white. If we have also measured some other things about our data, we can use a logistic regression to model the probability of any particular case falling into one or other category, conditional on those other things. A social scientist might say logistic regression models the predictors of some binary outcome in order to show the degree to which each predictor is associated with the outcome and how different predictors perform in comparison to one another. A data scientist might say the same model is a form of supervised learning that can be used to make a classifier based on the features we have measured. A deep-learning model is in some very broad sense a much more complex descendant of this way of doing things, with much larger datasets and many more intermediate steps. But its results are not equivalent to iteratively updating a logistic regression hundreds of times. A deep-learning model is optimized jointly across layers. The weighting applied to each layer is efficiently adjusted in response to information from the loss function about how well things are going in the estimation process. This is the crucial backpropagation step. Finding a way to efficiently implement this for large datasets was at the heart of the success of deep-learning methods. It is this global optimization that yields the superb empirical performance that the models are known for. But it is also what produces their characteristic lack of transparency.56

The combination of large amounts of data, high levels of accuracy, and a general lack of interpretability has several organizational consequences. Convolutional neural networks and other deep-learning methods hunger for as many cases as possible. They thrive on ever larger volumes of data in a way that their chief competitors tend not to. This appetite for data requires a pipeline to provide it in the right form and in sufficient quantities. On the input side, an organization employing such a model will be pushed to rethink its operations and digital interfaces in order to facilitate a continuous flow of data. Meanwhile, on the output side, the relative opacity of the method tends to encourage a kind of magical orientation to the results. At their best, these approaches really do perform astonishingly well. But their scale and complexity invites a kind of deference to the oracle, both in terms of its care and feeding, on the one hand, and its pronouncements, on the other. Once more, even well-understood modeling techniques will often tend to be treated in this way in practice by their users. Anyone who has seen statistical results misused in a business context will be aware of this. But the temptation is all the stronger in the case of deep learning methods, perhaps especially when—as in the case of large language models—the model’s outputs take the form of paragraphs of text. This makes it easy to pretend (or even believe) that it is rather like a properly knowledgeable assistant.

The process looks both inward and outward. The public character of identities and the general digitization of public life have lowered the cost of collecting data on all kinds of information about people and their networks, from their exercise habits and their diet to their good character in the community or their tendency to take risks. The assumption that this kind of information will, naturally, be sought out and collected also seems to be diffusing. Commentators often speak blandly of “digital natives” as if they had a natural technical facility with computing. The reality of the idea may lie more in the tendency to accept a social ecology where everything is indexed, tracked, and measured. One is not born, rather one becomes a digital native. Organizations share this attitude, too, as advances in ML have solidified “the unnerving belief that everything is data and is there for the taking.”57 Realizing this belief demands a collective, sustained overhauling of the sociomaterial environment. It means adjusting the rules of human exchange to circumvent normal expectations about privacy, drawing on an infrastructure of logins and passwords, unique device identifiers, and biometrics; routinizing the use of trackers and sensors in virtual and physical spaces; socializing people to volunteer inputs and respond to machine feedback through addictive designs; nudging them into frequent check-ins and assessments. With its algorithmically produced feed, endless scroll, automated data collection and learning, its quantified metrics and modulated interventions, the social media app exemplifies this regime more than any other mode of computer interaction. Is it surprising that social media apps increasingly resemble shopping, transportation, streaming, payment, educational, and cooking apps, which in turn all resemble social media apps?58

The application of ML to real problems has seen some spectacular successes, of the sort where performance verges on the magical. Areas such as automated translation, image classification, voice recognition, and automated text extraction and transcription have been transformed by ML approaches in general and deep-learning methods in particular. Even more impressive, the world is now being populated with synthetic objects that blur the boundaries between the fake and the real: machine-generated text, speech, images, video, and more. In these areas, ML methods have rapidly entrenched themselves in everyday use. Other areas, especially when directly applied to decision-making about groups of people, feel rather more hazardous. This is true for both fashionable deep-learning approaches and technically less novel but still widely used methods that depend more on “feature engineering,” or what social scientists would call model-fitting and variable selection. In that case, features—that is, independent variables, or predictors—are directly evaluated by modelers and chosen purely for their predictive performance.59

In social-scientific applications, statistical methods are generally used in an effort to establish causal relationships and thus are typically deployed in conjunction with some sort of experimental or plausibly quasi-experimental research design. In principle, an awareness of the difficulty of identifying causal pathways is at the forefront of the researcher’s concerns. This leads to a focus on eliminating spurious associations.60 With the sort of purely predictive ML more typical of industry applications, analysts want, of course, to understand the structure of their model but they care most about whether a feature is predictive, even if the causal structure is less clear. Sometimes the measures or features that work best as predictors perform well because they short-circuit causal pathways. For example, it might be that some measure of poverty or race reliably predicts whether it is cost-efficient to give a patient medical treatment. Or some aggregate measure, such as the demographic makeup of a neighborhood, may be a more powerful predictor of loan defaults than an individual’s credit history. From a social-scientific point of view, the main issue with empirical associations like these is figuring out what the causal pathways underlying them really are. This requires a theory of those pathways, and some sort of method capable of distinguishing in principle between properly causal and merely associational patterns. From a regulatory standpoint, the lack of a logical connection between the data collected and the outcome of interest is problematic too. As Barbara Kiviat has shown in the case of the (well-established) statistical relationship between credit scores and insurance claims, these kinds of associations offend the moral intuitions of both legislators and the public.61 On both theoretical and methodological grounds, some features of the data will thus be deemed unacceptable—and dismissed—regardless of how well they predict outcomes.

The problem is, very few algorithms are scrutinized that way. Standard methods for benchmarking their performance may be of questionable validity.62 Meanwhile, in many applied settings, prediction trumps everything else, with causal attribution or explanation following along some way behind. It is in these settings that the feedback between effective prediction and presumptive causality can start to loop in ways that are counterproductive. Perhaps a service provider automates a procedure for identifying which children are at risk of domestic abuse, thereby triggering organizational actions—typically “increased surveillance and strict behavioral compliance requirements”—with consequences for the labels attached to parents and children.63 Or perhaps a system for disseminating information or political advertising turns out to push people toward more radical positions and identities because this makes their behavior more predictable later on and thus easier to work with.64 Or a third-party recruitment and hiring platform is unable to explain how its automated video interview software picks job candidates, prompting fears that the old disciplines of phrenology and physiognomy are being revived underneath the technological hype.65 In the words of a Silicon Valley insider, it is in these sorts of settings that predictive analytics come dangerously close to alchemy.66 Some uses go beyond even alchemy and cross over to the absurd. Perhaps substantively meaningless correlations are taken at face value to determine important decisions, or overfitted models are used in ways that would embarrass any well-trained analyst, or a method requiring any number of careful assumptions is put to work on terrible data.67 The kind of learning that takes place when the aim is to accurately predict is different from the kind of learning focused on the real structure of social processes. The kinds of knowledge generated are correspondingly different also.

Some of these concerns are as old as the formal statistical analysis of data itself, and cautions about them can be found throughout the history of the literature on data analysis, from introductory textbooks to valedictory lectures.68 Moreover, as is well known, the enthusiastic application of statistical methods to questions of social classification is not merely a curious sidelight in the history of statistics but rather a mainspring of its modern development and early influence on public policy.69 The new methods for learning from data promised to avoid past pitfalls and stigma. It seemed that, with information available in unprecedented volume, analysis would no longer be constrained by unrealistic assumptions or inaccurate generalizations. An implicit assumption here was that the deep-seated desire of organizations to always know more—about themselves, their employees, or their clients—would be enhanced in a way that would remain comprehensible in its results. The output of all this learning would be like the kind of knowledge we had before, only better in every respect. But the sort of knowledge these systems actually yield may turn out not to be like this. It may be that all we are left with is a pattern of associations, with little understanding of the intelligence or method that produces them.

Arthur C. Clarke’s third law of prediction is, famously, “Any sufficiently advanced technology is indistinguishable from magic.” The kind of technology Clarke had in mind was one that truly works, but in such a sophisticated way that it is entirely opaque to the ordinary people who use it. The optimistic reading is that Clarke pictured our descendants in the role of the makers of such technologies as people who actually understood it. But perhaps not. Magical technologies work … mostly. When they fail and you ask for an explanation, they present you with a blank face. When you try to intervene to fix them, they offer you no purchase on their surface of smooth glass. Instead of controlling technology as a wise wizard might wield a staff, you are forced to fall back on magic’s traditional social function—namely, the ritual performance of specific but obscurely relevant steps meant to compel the gods to do the thing you want. Yet the gods care nothing for ordinary people; their ways are mostly unfathomable, and our means of control over them are obscure and unreliable. Instead of elevating us to a world of magic, the world of artificial intelligence and machine learning reduces us to it. A final wrinkle is that, as it advances, this process tends to shrink and ultimately undermine the caste of priests. In simpler technological worlds, the gods may communicate more directly to supplicants. They speak cryptically, but the initiated understand what is being said. Beyond a certain point, though, there is both less room for understanding and fewer means of intervention. With few exceptions, technology’s priesthood may find itself degraded to the unhappy state of the laity. It, too, must confront what it means to live in an age where a sufficiently advanced technology really has become indistinguishable from magic.







▲ 3 ▼
Classification Situations



Our machines classify because people do. We come to know and relate to the world by way of categories. To be human is to be able to recognize patterns and distinguish things according to type. Ordinary communication is the most immediate expression of this faculty. We refer to things through sounds and words, and we attach ideas to them that we call concepts. Some of our categories remain tacit; others are explicitly governed by custom, law, politics, or science. The application of category systems for the same things varies by context and in use. The notion of an animal species, for instance, might in one setting best be thought of as described by folklore and myth, in another as a detailed legal construct, and in another as a system of scientific classification.1

The way we divide up human populations into groups and classes has this quality too. Independent of whether they “carve nature at the joints,” as philosophers like to say, what gives categories their authority—what makes them appear natural to us—is the fact that they are collectively crafted, sustained, and enforced. This is not a deliberately collaborative process, of course. The most basic insight of sociology is that the joint action of human beings produces a social world that has the character of objective fact. The intersubjective, mutually reinforcing character of our expectations is the basis of the strange facticity, or quasi-objectivity, possessed by socially constructed things. Institutions flicker into existence in the light of mutual expectations and are sustained by them.2 They are highly scripted, chronically available, repeatedly enacted, and presumptively real. They can also be obligatory and coercive, as in the case of classifications of caste, or gender, or race.

Social classifications are entrenched in people’s emotions, in their bodies, and in their everyday practices. This makes them hard to change. But change happens anyway. It has to. Intersubjective expectations must be constantly re-created and revalidated in practice. This process is neither error free nor uncontestable.3 While the most important categories and classifications are deeply entrenched and have a “systemic” character, it is not the sort of system that is necessarily coherent or perfectly self-replicating. Social life is messy. Since some social categories are advantageous and others detrimental, people struggle over their definition. They press to be fitted into one type rather than another.4 They come up with new categories. In Ian Hacking’s felicitous phrase, people are “made up” and remade all the time that way. New concepts come along to identify with and be identified by.

Certain kinds of classifications, typically those applying to human or social collectives, are “interactive” in that “when known by people or those around them, and put to work in institutions, [they] change the ways in which individuals experience themselves—and may even lead people to evolve their feelings and behavior in part because they are so classified.”5 These “looping effects,” in turn, may further transform how institutions intervene in people’s lives, perhaps even upending the classification system itself. Human societies are forever being destructured and restructured by the continuous interactions between classifying institutions and the people and groups they sort. This is especially the case when categories are public, visible, or legally recognized. A public or official status is a mark of objectivity that also makes it easier for collective action to find a focal point. More deeply, present-day liberal democracies tend to have a “politics of recognition” that accords moral importance to ideas of self-categorization, personal authenticity, and dignity. This makes it easier for many formerly primordial categories and classes to be contested.6 It also makes possible the sort of entrenchment and sacralization that is distinctively modern, centered on the individual.

The abundance of rich, multidimensional, digital data and the means to analyze it has profoundly affected how social categories are made and how people sort themselves or are sorted. Relative to their analog predecessors, classifications produced by computer code sifting through digital data are more likely to be anchored in direct measures of behavior. They also tend to be more fine-grained, inductive, and flexible. And they are often more opaque, in the sense that they may depart from established categories and fail to be readily interpretable in terms of them.

An engine of social differentiation sits on top of this evolving—but increasingly precise and routinized—infrastructure. As people move through the world, reams of data are assembled about them. Analytics tools begin the work of arranging longitudinal and cross-sectional profiles and disaggregating and sorting these “data doubles” into predicted categories.7 While you exist as a physical person in the world, your data double is the representation of you, your tastes, and your actions that can be reconstructed in whole or in part from the records and traces you leave behind. The categorical systems themselves may vary depending on the purpose at hand—people may be sorted into types of person, market segments, risk brackets, expected value targets, and more. But what unites these systems is that they are actionable. Writing about market research in the early 1990s, Oscar Gandy Jr. called this now ubiquitous process “the panoptic sort”:


The panoptic sort is a system of disciplinary surveillance that is widespread but continues to expand its reach. The panoptic sort is a difference machine that sorts individuals into categories and classes on the basis of routine measurements. It is a discriminatory technology that allocates options and opportunities on the basis of those measures and the administrative models that they inform. The panoptic sort has been institutionalized. It is standard operating procedure. It is expected. It has its place. Its operation is even required by law. Where it is not, people call out for its installation. Its work is never done. Each use generates new uses. Each application justifies another. It is efficient, having largely been automated.… The panoptic sort is a system of actions that governs other actions. The panoptic sort is a system of power.8



As this “cybernetic triage” unfolds,9 the analysis of tracked and classified behaviors forms the basis of differential treatment, thus affecting social stratification through the allocation of similar sets of opportunities to similarly situated people—what sociologists since Max Weber have called “life chances.” Organizations apply labeling and scoring methods to slice people into groups and ranks suited to their particular ends. People find themselves more or less comfortably fitting into these categories. Often these categories are not—or sometimes, as a matter of law, cannot be—constructed from standard demographic classifications such as race and gender. Instead they tend to be behavioral and probabilistic, predicting the likelihood that people will do or like certain kinds of things, or the position they may reach on a particular scale. In that sense these methods construct a “postdemographic” classificatory infrastructure.10

We call these outcomes classification situations.11 These are positions in a generated system of categories that are consequential for one’s life chances. Classification situations are not merely approximations of commonly identified social groups and identities—though, of course, they may overlap substantially in specific cases. Rather, they are independently generated taxonomies that can come to have distinctive and consequential effects on the “outcomes” people experience in life.


Naming and Ordering

Social order, like computational order, comes in many varieties. To begin, we can distinguish between different ways to classify and measure things in the world. Nominal judgments are oriented toward essence. They define what something is. They are judgments of type, labels that describe some intrinsic quality, perhaps in relation to other sorts of things. Think of the efforts by Carl Linnaeus to classify the flora and fauna of the world in his Systema naturae early in the eighteenth century. Specimens from all over the world were compared and carefully organized in relation to each other, following rules of resemblance and difference. Later, nonbiological aspects of human life were subject to the same process of collection and classification. By the end of the nineteenth century, the accumulation of human artifacts and knowledge of exotic languages and rituals allowed for the ostensibly scientific definition of cultural differences between human groups.

Nominal judgments require decisions about the criteria for resemblance and then some sort of interpretive assessment of where something belongs. Resemblance legitimates lumping together, but the basis for establishing proper resemblance is always difficult and often contested. Moreover, nominal categorizations tend to work with ideas about ideal or typical members of a class, on the one hand, and departures from some default or standard, on the other. Even though nominal classifications are in principle just names or labels, not numbers or positions, they may still express priority and hierarchy. This can be explicit, as in terms of relations in a tree of categories and subcategories. Or it can be implicit, as when default orderings lead to marked and unmarked categories, with the unmarked case—the one you don’t have to point out or specially label—being intuitively prior to the marked.

Nominalization may also be informal or formal. Bottom-up processes driven by homophily and more top-down institutional rules for naming both create categories. In the former case, when left to their own devices people have a tendency to associate with others who are similar to them in various salient ways: birds of a feather flock together.12 In the latter case, organizations or institutions group like with like, too, in the light of their own goals. While informal sorting might arise from local actions and choices, nominalization finds its formal representation in clustering and classification methods. A recommendation algorithm might find each person’s “nearest neighbors” in terms of positions in an abstract space defined by patterns of consumption or purchasing or voting or any such quality. People with similar tastes or other characteristics in common can be lumped together into more or less internally homogeneous groups.

Ordinal classifications, meanwhile, are explicitly organized by measures of position, priority, or value along some countable dimension. Something is ordered, rather than simply named, and distinctions are expressed in terms of scores or ranks on that scale of measurement. In everyday society, ordinal measurements can be found in graded examinations, standardized tests, competitive sports rankings, occupational pay scales, and so on. Almost any repeated activity can be converted into some sort of score, even if only in terms of a count of frequencies.

In both social and technical practice, distinctions between different schemes of measurement are potentially fluid depending on the goals of the measurement. Conversion pathways are common. A continuous measure may be simplified to a numerical rank, or binned into some number of ordered categories, or dichotomized into a binary classification. Nominal clusters or categories will often be created on the basis of calculating continuous distances in some multidimensional space of relative similarities or dissimilarities in conjunction with the application of some criterion for determining when things are similar enough to be placed in the same class.

From the point of view of social order, the most basic kinds of processes are those of nominalization and ordinalization: the naming of kinds and the designation of ranks. They are not, to repeat, inimical to one another. In practice, ranks can be collapsed into types. Similarly, those in search of social examples of purely nominal classifications will have a hard time finding cases that have not, somewhere, been treated as explicitly or implicitly ordered.

It is tempting to think that it is the act of numerical measurement as such, just the sheer fact of quantification, that makes ordinalization pernicious. This is a mistake. As social phenomena, naming and ranking are much more general than quantification. Catechisms, shibboleths, purity regimes, ritual compliance, degradation ceremonies—in short, symbolically infused distinction making in all its forms—can serve in the place of numerical measures of position. Insofar as they are about distinguishing better from worse, as opposed to simply affirming the uniqueness of every single thing in the world, qualitative modes of classification can be as powerfully disciplining as quantitative ones. What is of real interest is the fusion of socially fundamental processes of naming and ranking with novel tools and data for carrying out those tasks. Large-scale measurement allows for thinking about scores and ranks through the lens of small differences and high dimensionality. What does it mean for computers to intervene in the business of seeing and organizing society?



Testing and Matching

For one thing, machines, like people, are prone to error. A machine learning (ML) classifier is a function or procedure that assigns a class label to a case. Classifiers are not foolproof. They can be tricked into misclassifying objects in photographs, or elements of speech, or kinds of person. These failures can be consequential. Out in the world, false arrests have been made on the basis of false predictions.13 A large literature in computer science, law, and social science finds that the social machinery sustaining the deployment of algorithms might contribute to the reproduction of categorical inequalities around gender and race.14 A key source of trouble is the need, in many methods, for some baseline or “ground truth” of correctly classified items or training data that the model must be built with. It can be hard to find datasets of sufficient size or quality to train models on, and the circumstances of their production are often opaque.15 Even if they are large and varied, training data is often lacking in ways developers are unaware of or do not think to consider. The result is poor or (to use the most common euphemism) problematic performance in real-world applications. For instance, early commercial facial recognition programs were prone to misgender Black women. Similarly, Amazon had to scrap a much-vaunted ML recruitment tool after the software “learned” from the company’s practice of hiring almost exclusively men in technical positions and systematically weeded out the résumés of women applying for these jobs.16 US law disallows such behavior—though it does not prohibit the use of algorithms to manage hiring and firing.17

There are no easy technical fixes to what is at root a sociological problem. Training data, almost necessarily, comes from a social world already structured by deeply entrenched categories and classifications, with various degrees of formality and normativity. Linguistic corpora used to train text classifiers, for instance, are often sourced from a core network of related sources, such as Wikipedia. This can have knock-on effects when the data is subsequently used to prepare models of all kinds.18 Predictive methods used to determine who will make a good employee, a lousy parent, or a dangerous recidivist are, in the end, built on top of histories of discriminatory practice and asymmetrical surveillance. People who frequently encounter the police, the criminal justice system, social services, or other institutions of social control are likely to be overrepresented in training data drawn from these agencies. These organizations may share data with one another in an effort to enhance the accuracy of their data-hungry methods, which only tends to make things worse. And, of course, the outcome of interest, the thing “the algorithm” is trying to optimize on, matters a great deal too. When Virginia Eubanks studied a method for assessing a child’s risk of being abused in Pennsylvania’s Allegheny County, she found that cases of child maltreatment-related fatalities and near fatalities, which are of greatest concern to the state, are extremely rare.19 To produce useful results, the county’s predictive model had to optimize on more common outcomes. In the end, two proxies for child harm were used: the likelihood that another call will be made about the child to the abuse and neglect hotline, and the likelihood that the child will be placed in foster care.

The problem is that what motivates both referrals and foster care placements in practice is difficult to disentangle from a general condition of poverty. For instance, malnutrition, lack of decent housing, or lack of health care are considered neglect. As a result, poor and minority families were overrepresented in the outcome variables. The urban poor also interacted frequently with public services, and so they, too, supplied a disproportionate number of the available data points for the predictive variables. Suburban middle-class families, by contrast, were nowhere to be seen in the data. This is not surprising: they live in places that are out of the reach of social services and deal with problems through private insurance and experts, whose interventions, in the name of privacy, are not recorded in public databases or shared with public institutions. And so the system returned few red flags for them. In sum, oversampling, data redundancy, and an ill-defined objective function created a predictive instrument of great power to profile those who have the least to get by, in effect stigmatizing their social condition as an immoral and dangerous one—and adding yet another layer to the seemingly incomprehensible moral logic of a system that will financially support a child’s foster parents, but not their parents, to raise them.20

The world is patterned, and the social world is no exception. Nothing, no matter how mundane or tacit or confidential, is a priori irrelevant as a basis for honing a classification scheme. But what sort of structure will be found by a classifier? One danger is that unnoticed but strictly irrelevant features of the data will end up becoming the basis for identification and labeling. In the field of medical image classification, for example, a widely pursued research goal is to develop classifiers able to correctly identify pathologies from images at a level of accuracy better than trained doctors or technicians. In one study, researchers sought to train a deep-learning network to reliably identify cases of pneumonia from chest X-rays. The training data consisted of about 160,000 images sourced from three different locations: a network of hospitals associated with Indiana University, Mount Sinai Hospital in New York City, and the National Institutes of Health Clinical Center in Bethesda, Maryland. While the system performed quite well, it turned out that a key reason for its success was that, based on consistent similarities in the production quality of the images, the model was able to detect which hospital an X-ray originated with and adjust its predictions accordingly. Different hospitals had different rates of pneumonia, and they also had subtle differences in the look of their X-ray images. The model effectively exploited the latter feature to predict the former. It learned, but not in the intended way.21

The general problem of spurious correlation plagues data analysts everywhere. Its manifestation in settings like this is distinctive and interesting, however. Across many different kinds of classification and prediction tasks, the likelihood of specious associations producing “shortcut learning” is high.22 It happens because while these methods are astonishingly good at pattern detection, their mode of establishing similarity and difference is quite different from the way people recognize and classify things. For example, it can be possible to carefully craft an “adversarial” image that breaks the classifier by exploiting the way some internal layer works. The image may look nothing like the items being classified, or the change might be invisible to the human eye, or indistinguishable from noise. But the classifier does not look at things the way we do, and so it breaks in unexpected ways.

A second and more comprehensible mode of failure is the sort that tripped up the pneumonia classifier. In this case, real structure—that is to say, features that users can see in the data and whose predictive relevance they can understand—is used in an illegitimate way. In the pneumonia case, the classifier learned what hospitals looked like when it was supposed to be learning about what pneumonia looked like. Because the character of the hospitals was correlated with the distribution of pneumonia, taking it into account improved the model given the data it learned on.

Even boring, run-of-the-mill methods of the old-fashioned kind are bedeviled by problems of poor model specification, unwarranted inference, and spurious associations. But the new methods make things even more tricky. In the case of the pneumonia classifier, we can straightforwardly say what went wrong in the training of the model and easily see the reason why it would not do to have it implemented that way in practice. But the implications for more purely social data are not so clear. By inciting organizations to treat all data as useful, and by developing tools with a hitherto unmatched ability to find patterns, software engineers have created tools endowed with new and somewhat alien powers. Together the social origins of training data and the unblinking eye of a deep-learning classifier combine first to translate the social world into a model and then, potentially, to recombine and reconfigure categories based on what it sees. The particular features that these systems detect and act on are likely to reflect social realities of some sort. But how exactly they do this, which features are selected, and whether the result is fair or just is another matter.

One of the chief motives for using these tools in the first place is their ability to take large volumes of data and see things that a human user or even a traditional statistical analysis cannot. But when the model is opaque, the question of its performance is intrinsically tricky. If we are attempting to accurately identify handwritten numbers or things that are cats, then at least validation is straightforward on the basis of spot checks and comparisons to labeled sets we are confident about. In the case of more challenging classifications—kinds of employee; species of credit risk; varieties of recidivist; terrorist or not—the process is much more murky. Deep-learning models might classify based on weighted combinations and transformations of hundreds or thousands of features, leaving users with little idea which conventionally identifiable features are really important. Worse, deciding whether the result is fair or unfair to any particular person classified is even more difficult.

If we trust the model, we should go along with its output even if the results seem surprising. Again, there is already a tendency to treat the output of conceptually much simpler approaches, such as those used to estimate credit scores, in a somewhat Delphic manner. Because the fine details of credit score estimation are trade secrets, information about how to manage and improve one’s score tends to take on the aspect of lore. This or that behavior is supposed to help; perhaps you could try doing it. When properly “deep” methods are applied in circumstances like this, not just the methods but also the resulting classifications may appear strange and uninterpretable. People find themselves in a system of categories where their own location is determined by difficult-to-understand methods, and the label they end up with might not even be recognizable or known to them. A steady income or a bank balance is replaced by a synthetic risk score. A passport or visa is trumped by membership on some watchlist or other. Generally, placement on such lists depends on people, organizations, objects, events being identified through patterns in the data pertaining to them.

Rule-based “algorithms” and “clusters of attributes” have always served to draw boundaries between kinds of people and things.23 But modern methods may be especially unnerving—not only because they are difficult to audit or contest, because so much of the data is ad hoc, or because they pry so deep into people’s lives, but because they reconfigure the meaning of categories people took for granted and reorganize what can be done with them. For instance, the significance of what John Cheney-Lippold calls the “right of the algorithm” and what Amoore calls the “deep border” of ML, may supplement and even supersede national citizenship and the physical border.24 The analogically derived certainty of belonging somewhere may be shattered by one’s place in a dataset and the inferences made from it. The risk score associated with a recognized face’s cluster of attributes may determine the movement of the turnstile at the airport. One’s data double crosses the border first.

We have already mentioned some consequences of the partially achieved, partially assigned categories emerging from algorithmic methods. Sorting and slotting procedures of various kinds shape access to goods, services and opportunities across many institutional spheres, from employment, health care, insurance, and education to housing, citizenship, credit, social welfare, and more. They are also busily reformatting the structure of ordinary sociability, from opportunities for friendship and dating to getting around town at the weekend. But we often fail to appreciate the extent to which these technologies now mediate the whole social process itself. They identify new classes of people, reformat identities, help control social action, and produce new criteria for truth telling and ethical judgment.25 These classification situations are created across different settings—in markets of all sorts, as well as under the eye of the state. In market settings, as we explore in Chapters 4 and 5, their main purpose is to assist in extracting value. In connection with the state, as we shall argue in more detail in Chapter 7, they are used to establish qualification standards for social inclusion and appropriate levels of merit and desert. This tendency to better score and rank users on multiple dimensions, and the subsequent linking and integration of measured profiles across domains, conjures up images of individuals positioned in a vast multidimensional space of personal and behavioral characteristics, each one a vector of characteristics with an associated set of possibilities, prices, and experiences.



Eigenvalues and Eigencapital

Think of the totality of your interactions where behavioral and interactional data is recorded and collected. All of those traces represent a kind of resource. It is accumulated over the long history of your recorded actions and choices, built up from traces left on everything from social media to credit bureaus, shopping websites and fidelity programs, courthouses, social welfare agencies, pharmacies, and the content of emails and chats. It incorporates whatever value is in your social network, along with synthetic measures of your trustworthiness or accountability in the world. It is heterogeneous and multidimensional and, of course, it is not all gathered into a single place or condensed down to a single quantity. But in principle it might be. It might take the form of some vector of information that summarizes your situation and value across many features—something that compactly represents your position in the multidimensional space of classification situations. It would, in short, characterize your social location. In data analysis, this procedure often involves the decomposition of matrices of data into orthogonal eigenvectors, the better to characterize them. (One of the more old-fashioned translations of eigen in the terms eigenvector or eigenvalue is “characteristic.”) From an individual’s point of view, these quantities and their representations would be a kind of resource. Call it eigencapital.26

Following the work of Pierre Bourdieu, social theorists and researchers have named many forms of “capital” over the past forty years—absurdly many, perhaps. Do we really need another sort? There is human capital, economic capital, cultural capital, social capital, bodily capital, and more besides. Each type begins with the same initial idea. People may possess some quality or capacity that directly or indirectly benefits their prospects in life, over and above a direct measure of income or wealth, class position, or membership in some demographic category. These qualities or properties might be a little harder to measure, but they are quite real and they can, in some more than metaphorical sense, be cashed out or converted into more conventionally material benefits. An admirable skill, a network of helpful friends in desirable places, the right sense of good taste, or even an appealing face: all can be “capital” of a kind, because each is defined in some context where what is “admirable,” “desirable,” “right,” “good,” and “appealing” reflects whatever the entrenched distribution of assets, opportunities, and status happens to be.

On this view, higher-status people tend to think of and present their tastes, abilities, and achievements as the unforced outcome of their natural talents. Even if they are not always acting in consciously strategic terms, this is one of the main means through which they legitimize their social position and, in the process, stay ahead of the competition. A sense of good taste and the right “feel” for what works and what doesn’t in particular social settings can be a valuable kind of resource. That is cultural capital. Bourdieu was fascinated by the conveniently natural fit between people’s backgrounds and their tastes and ambitions. His theory of practice tried to get a grip on how people’s class position organized or structured their tendency to speak or act in particular ways, to develop some tastes rather than others, and to think they were “cut out” for some kinds of work while not even considering some alternatives as possibilities. Bourdieu’s concept for the individual’s experience of this process is a notoriously slippery one: the “habitus.” This is the “feel for the game” or “sense of the rules” that you carry around with you. It emerges from your experience. It structures your dispositions and your actions. When a situation feels comfortable or a decision feels like the right thing to do, the habitus is the feeling in your gut that grounds that experience.

In England in the Age of the American Revolution the historian Lewis Namier remarks that “A man’s status in English society has always depended primarily on his own consciousness.… Whatever is apt to raise a man’s self-consciousness—be it birth, rank, wealth, intellect, daring or achievements—will add to his stature; but it has to be translated into the truest expression of his sub-conscious self-valuation: uncontending ease, the unbought grace of life.”27 It is the process of generating the apparently “unbought grace of life” that fascinated Bourdieu. Direct efforts to acquire, display, and demand deference to one’s taste and learning tend to fail. Transparent use of one’s wealth to buy status is effective but crass. Better to put it to work in a less blunt fashion and allow it to express itself more indirectly. Best of all would be to be able to put in the time to gradually acquire the accoutrements of good taste and right thinking, and then “forget” they were acquired at all. Like wine left to mature in its cask, what begins as deliberate cultivation eventually manifests itself as the wholly natural expression of authentic inner qualities.

In Bourdieu’s picture, this process mostly happens during the long period of formal education. It takes money and, above all, time—two resources that not everyone has in equal measure. One kind of capital, the straightforward monetary kind, is slowly converted into another, the cultural kind. Education gives you public credentials, certainly. In Bourdieu’s terms, this is the “institutionalized” form that cultural capital takes. But it also gives you “embodied” cultural capital that you express without needing to show people your college diploma. In the best cases, your habitus lets you comfortably fit into an already-structured social world, one that in the limit case smoothly meshes with your talents and skills in a seemingly natural, spontaneous, effortless manner. On the other side, and of equal interest to Bourdieu, are the times when things do not mesh and you are left feeling out of place or awkward, knowing—and painfully feeling—that you do not really belong.

Bourdieu insisted, and critics have often complained, that cultural and symbolic capital are not easily measurable. In his view they are primarily “known by their effects”—that is, by the extent to which they allow actors to accrue specific material and symbolic profits, such as money, power, or authority. This lends the Bourdieuian approach a flexibility of application that skeptics feel makes a virtue of endogeneity. But there is also something deeply true about the insight that the organization of the outside world, with all its unequally distributed resources and often obscure rules, gets inside people in a way that makes life go more smoothly for some than for others. This tends to encourage us to see our experiences as manifestations of a natural order and to see our actions as expressions of natural talent or innate goodness rather than as a kind of side benefit of lucking into the right background. In this respect, Bourdieu’s analysis of the forms of capital and their role in social reproduction can be seen as an effort, well before its time, to theorize the now ubiquitous concept of “privilege.”

Eigencapital is a little different. It has its origins in particulars—in the totality of one’s interactions with the digital economy—but it has a generalized, relational character that is not found in the usual list of novel forms of capital. Its specificity is retained in the variable way that it is applied or expressed in specific contexts. The meaning of one’s “score” or “stock,”28 so to speak, depends on the specific setting one is in at the time. More than just an image or metaphor, it is also a contingently realized empirical phenomenon. Estimating and using something like it in practice is not a fantasy but a genuinely huge engineering problem subject to failure or incomplete realization. But in principle an individual’s eigencapital is calculable from all of the digital information available about them, encapsulating the totality of their relations as expressed through digital traces, ordered and characterized through numerical methods. In the Bourdieuian manner, it, too, is visible through its effects. Advantages accrue to those who accumulate it. At present it exists mainly in potentia. For it to come closer to what we have in mind, present-day tendencies might fuse into a more encompassing system of measurement.

Like cultural capital, we can think of eigencapital as taking embodied, objectified, and institutionalized forms.29 In its embodied form, eigencapital is expressed in durable dispositions. This is the “habitus,” incarnated directly in the body and the mind, and expressed in the overall presentation of self. The well-situated individual naturally inhabits their data double. They feel the benefits of eigencapital directly, automatically. Reputation is no longer confined to a local community of peers. The trust the individual feels confident extending is no longer circumscribed by a concrete social network. Instead, they carry it with them in their bag or on their phone. Moreover, to the extent that the practical expression of such a resource works successfully—and as we have been emphasizing, getting it to work is a huge technical challenge—the process fades into the background. The ideal, in fact, is much like the National Security Agency’s defense of its methods of ubiquitous but invisible surveillance. You do not see the bad actors who tried to use your card but were automatically denied. You do not have your integrity questioned by a salesclerk. The camera takes a quick look at you, and you can board a plane or cross a border.

When things go wrong with systems like this, their automated decision-making will seem stupid, rigid, or rule bound. Why doesn’t my card know I am simply in a different city, trying to buy a meal? How come my online transaction was flagged just because I am buying something a little unusual as a gift? But when these systems work properly, instead of throwing up a roadblock they smooth the way for us in a pleasant, barely detectable manner. They allow transactions to happen in the blink of an eye; they prevent fraud; they enable good matches; they help us make good choices. The fortunate consumer experiences this as a well-deserved, delightful form of ease. In a way, the infrastructure of eigencapital revives an old kind of privilege. It promises the portable, universally recognized trustworthiness and good reputation of the gentleman abroad, sustained by his word and letter of introduction. It is the “unbought grace of life,” but in a newly quantified and nominally egalitarian form. It takes an aspect of life long familiar to the very rich, a specifically personal attention to one’s needs, and spreads it just a little further down the social hierarchy, providing a still-small minority with the pleasingly exclusive experience of recognition and authorization.

The varying amount of time different people must spend to access various services offers a good example of the embodied dimension of eigencapital. Sociologists have long studied queues and lines as structures that allow for both control and status. Who can be made to wait, for how long, and for whom? These simple questions are surprisingly robust indices of the structure of interpersonal relations. “The distribution of waiting time,” Barry Schwartz remarks, “coincides with the distribution of power.”30 Organizations that serve the poor have a low staff-to-client ratio, so people wait to obtain service. They line up to get food or to climb on the bus. The mark of being rich, on the other hand, is the ability to spend the time of others.31 In that case it is the staff who wait upon the client, literally and figuratively. It is no surprise that this most basic of social dynamics has been amplified by the availability of data on who exactly is in the queue. With the rise of predictive analytics, the social differentiation of wait times has been automated. For corporate call centers, a first and easy step away from a first-call, first-served basis was by means of some nominal approach. Premium members might get a special number to call. But there is no need to stop there. By modeling various salient features of a customer’s account, a financial, telecom, or airline company might easily produce a “customer importance score” expressing the current and likely future value of the person on the line. This can be used to determine response speed and quality of service. It will likely be positively correlated with their wealth, but predictive models may also include variables such as the urgency of the problem, some measure of the person’s importance to the company, or their estimated likelihood of dumping it.32 Whatever the prediction method, it is typically opaque, so the outcome tends to be experienced as fate.

In its more tangible, objectified form, eigencapital is realized in transmissible property. Over and above making ordinary experiences run more smoothly, it helps provide access to goods and services, at better prices, and with better social consideration. The well-informed parent carefully manages their child’s credit so that the child, too, will appear trustworthy, even if they are not. The hopeful driver installs monitoring software on their phone to lower their car insurance premium. The objectified form is a reminder that eigencapital must be produced in specific ways. For those who have not been trained that way, its accumulation takes effort, discipline, and often money. This form is all about legibility: You can work toward a better position by paying attention to producing “good data” for yourself. But you need to know what good data is in the first place. This recalls modern debates about the auditability of algorithms—the right of people to know the rules by which they are judged, and the right of experts to inspect these rules. Many algorithms embrace this semiobjective character. Credit scoring companies publicize their evaluation criteria, even if the final formula remains a trade secret. Your banking app will helpfully dispense advice on how you can do better. So does your health and fitness app. Eigencapital in the objectified form is prescriptive, and it feels like work. But eventually this labor does pay off, and assiduous effort fades into the background and becomes second nature. This is when the objectified form folds into the embodied form and the benefits of eigencapital—the shortened wait on the phone, or at the airport counter—are experienced as ordinary, well-deserved and effortless.

The simplest eigenstatus of all is an indicator of mere presence or absence, observed or unobserved, on some dimension. If you are not included, you cannot be measured or assessed. And so, at the most elementary level, platforms and other systems strive to include everyone under their purview. Being outside carries an increasingly high cost, as economists have long noted in the context of network effects, and sociologists in the context of the digital divide in access to the internet. But as data collection becomes ubiquitous, so do the expectations of being seen. As the physical world fills with sensors, and people live increasingly hybrid lives, resisting these expectations is hard in practice. Furthermore, it is not necessarily desirable: being invisible to digital infrastructures is suspicious, and organizations code it negatively. The failure to engage and properly care for one’s data double is a moral fault at best, a sure sign of illicit behavior at worst.33 Invisibility is as much a trap as visibility. Simply avoiding debt will not do: you’ll just end up with a bad score, which you can only hope to improve by subjecting yourself to more intrusive data inquiries. Likewise, a user’s failure to like, share, comment, and message others on a social media platform will prompt a demotion of their contributions relative to others who are more involved. In Chapters 6 and 7 we will look more closely at why this is the case. For now we can say that people who are inactive are of little value to organizations. They are expensive to know and unprofitable to manage. By the systems’ standards, they perform poorly. And so they get punished for it. Likewise, public institutions also increasingly operate according to a logic that privileges electronic visibility: the extension of rights depends on digital incorporation and the steady production of data about oneself.

To a first approximation, the acquisition of eigencapital depends on being seen by, and making oneself visible to, digital architectures—with a credit card, an email account, a smartphone, a smart speaker. As personal data of various kinds is pumped throughout the internet, the moral injunction shifts from obligatory incorporation to proper data management. People are taught, often from a young age, that they must “build credit.” In the United States, twenty-one states require schools to teach financial literacy. Banks and credit reporting companies helpfully supply educational resources about financial probity. Educators share their preferred pedagogical strategies on blogs and specialized websites, while tech entrepreneurs have designed credit apps specifically for children.34 These materials generally emphasize not only the benefits of early financial incorporation and visibility but also what it means to work toward a scored position in the world. A generic knowledge of relevant algorithmic categories, constant monitoring of outcomes, and quick intervention in times of crisis are part of the expected posture of the datafied citizen. People’s relationship to their personal data exists in a moral universe shaped by both the direction provided by institutions and their own personal conjectures about how to do well in life. Far from being passive, they are emotionally involved in systems of data production and management and sometimes take great pains to develop strategies that “feel right”—or properly balance the need to be visible with the desire, however hopeless, to safeguard their privacy.35

Training a population to embrace its own ordinalization can sometimes take the form of a bold exercise of political will. In 2014, the Chinese government declared its intention to deploy a national “social credit” system anchored in general measures of “honesty.” The project spearheaded a myriad of experiments by municipal governments harvesting information from dozens of subunits and dedicated local committees on a broad array of punishable and honorable behaviors. Legal judgments against one’s person, politically sensitive behaviors, incivility, or moral turpitude can downgrade one’s score, while volunteering, government work, or making a donation contribute bonus points.36 The criteria are generally public, so people know, on the whole, what they are supposed to do (or not do). The specific implementation logics vary a great deal from city to city, but the core principle across various systems and locales is that citizens or organizations whose score does not reach a certain mark face practical hurdles (such as travel restrictions, and exclusion from certain occupations, markets, and services), and, sometimes, public shaming. Those with good scores might experience public praise and faster processing across institutions. Some of these systems rely on an infrastructure of paper pushers, while others use digitally sourced data supplied through partnerships with technology corporations, such as ride operators.37

A single summary number is the most minimal form of eigencapital: only one value matters. But when formally connected to a set of rewards and punishments, it can be quite powerful as a governance tool. Indeed, a broader ambition in the Chinese case is to link data and scores across systems in an effort to regulate the behavior of entire populations in the name of collective harmony.38 This is the theory. The reality is more mundane. Despite the headlines, many of these systems still lack in both capacity and authority.39 For now, it seems people’s ability to live their lives is stymied by more mundane roadblocks that quite ordinary methods of monitoring throw up—or alternatively by darker, and much more opaque, deployments of digital surveillance.40

This brings us to the third state of eigencapital. In its institutionalized form, eigencapital may exist as a measured quantity that may be widely used and circulated. Here, what matters is the general recognition of the measure across institutions. A single measure condensed from a collection of noisy data sources is obviously a rougher and more approximate token of one’s “true” eigencapital. To produce it, differences must be flattened, equivalences must be made between incommensurable qualities.41 The resulting one-dimensional measure will contain much less information than its multidimensional parent. In the same way that, for Bourdieu, a diploma is a highly reduced and unsatisfying way of apprehending the concept of cultural capital, any particular score or rating will be only a rough approximation of a person’s general eigencapital. The benefit is that it makes decisions easy to automate. In the United States and a number of other countries, credit scores have attained this generic status and social significance. They can be bought and sold as such, and combined with other measures to produce superscores. They are, for instance, routinely used as an input for “off label” risk prediction in other markets, such as insurance, housing (tenant screening), or dating.42 China’s experiments in social credit have a similar ambition, though they have yet to attain this kind of generality.

Though the particular conceptualizations vary, the quest for the one score that will bind them all is quite universal. A search for “trustworthiness” through the patents database maintained by Google shows hundreds of applications related to the algorithmic scoring of individuals and entities going back to the early 2010s. The earliest were filed by the behemoths of e-commerce, such as Amazon and eBay. In the same way that the widespread diffusion of credit scoring—a risk prediction tool—enabled the massive expansion of credit,43 a platform’s success depends on its ability to guarantee the integrity and responsibility of both its sellers and its buyers. The practice is perfectly defensible. Who, after all, wants to deal with an annoying customer, who complains about not receiving packages or returns them broken? Who wants to contract with a seller who cannot complete an agreed-upon deal, or who ships subpar products?

Similar concerns apply across digital ecosystems. After dealing with the Cambridge Analytica scandal in 2018, Facebook announced that it had started giving users a “trust rank” based on their propensity to flag verifiably true news stories as fake. Around the same time, the housing rental company AirBnB, which already uses renters’ credit scores to give them an initial rating, was granted a patent for a “trustworthiness and person compatibility” score. According to the patent, “text authored by the person or that provides information about the person” can be used to “indicate that the person has created a false or misleading online profile, provided false or misleading information to the service provider, is involved with drugs or alcohol, is involved with hate websites or organizations, is involved in sex work, has perpetrated a crime, is involved in civil litigation, is a known fraudster or scammer, is involved in pornography, has authored online content with negative language, or has interests that indicate negative personality or behavior traits.”44 Most organizations are interested in weeding out the most undesirable among their users, employees, citizens, claimants.

But even in the most totalizing systems, there is always an outside. Those who try to evade being measured and classified, as well as those who perform poorly by the system’s standards, face high costs, unsuitable matches, and, increasingly, outright exclusion. Industrial capitalism has its industrial reserve army and its lumpenproletariat. Digital capitalism has its stubborn off-the-grid dwellers, cash economy, and, as it were, its lumpenscoretariat.45 Excluding people who are deemed “too” untruthful, risky, deviant, or demanding—however these traits are defined and evaluated, usually in relation to some specific value outcome—is just a normal part of business. But algorithms allow these efforts to be carried out at scale, and to stick over time. A score that circulates, is replicated, and becomes consolidated into other indexes is far more powerful than a reputation that is confined to a file cabinet, a reference book, or an agent’s memory. In Chapters 4 and 5 we turn to the material shape and economic implications of this widespread institutionalization of ordinal reason.








▲ 4 ▼
The Great Unbundling




There’s only two ways I know of to make money: bundling and unbundling.

—Jim Barksdale, quoted in Justin Fox, “How to Succeed in Business by Bundling—and Unbundling”




Digital technologies FOSTER new strategies of accumulation. The infrastructure that makes the Maussian bargain possible—the “gift of everything”—allows firms to collect their data and begin to identify the market-specific positions—the “classification situations”—that can be turned into revenue. In this chapter and Chapter 5, we develop an analysis of these strategies and their consequences. In the first place, the substrate of data must be converted into streams of payments. This is a significant challenge. Given the nature of data collection, there are strong tendencies in these markets toward something that looks like classical price discrimination within a framework that, if not truly monopolistic, at least favors the consolidation of a few large firms. Meanwhile, users and consumers tend to be disaggregated into more fine-grained revenue streams. As the pressure to monetize them becomes stronger, the terms of the initial bargain change. What began as a flow of data freely given in return for a service provided at no cost tends, over time, to become a paid service in which data about you (and especially your transactions) is still collected and used anyway, both for and against you. Ultimately, the potential for extracting revenue streams and rents of various kinds from people pushes companies toward commodifying the data they collect into ever more abstracted products traded on new kinds of markets.

We call this process “the great unbundling.” Its key feature is that money is no longer anonymous. Because its circulation can be traced, it becomes a kind of ledger. Economic transactions become data bundles. The characteristics of the product, of the transacting parties, and of the transacting medium are known and recorded. Price is no longer unique, but adapted to the who, where, and when of purchasing, as understood by a matching algorithm. This allows economic rights to be disaggregated, rebundled, and sold off with a degree of precision that was previously unattainable.


Informative Payments

We have argued that the emergence of a social substrate for data generation and analysis enabled new modes of stratification. As we noted in Chapter 1, markets—especially financial markets—were among the earliest places where large volumes of useful, meaningful numerical data were produced just as a matter of course. To begin with, those quantities were available in lists, ledgers, and daily or quarterly reports. For the world to become properly financialized, these numbers needed to also become properly “datafied.” That is, the data had to appear in a form that could be automatically processed and had to flow at a speed as close to real time as possible. From the time of the paper stock-ticker onward, the financial sector itself led the way in meeting these demands. The rise of finance as an industry was as much a sociotechnical process driven by rapid increases in data availability and information processing power as it was a matter of economic efficiency or a political project. Forward-looking brokers and market operators embraced the promise of computer networks early on. As early as the 1960s, astute commentators grasped their likely consequences.1 But the great migration from the pit to the screen did not get underway in earnest until the emergence of electronic quotation and later trading platforms in the 1970s and 1980s.2 Today financial trading is a largely automated activity. In volume and importance, if not in spectacle, the steady hum of machines automatically placing and taking orders has largely supplanted the frantic activity of the pits.3 Geographically distributed networks of computers have replaced trading rooms, a transformation accelerated by the COVID-19 pandemic.

Meanwhile, in consumer markets, the successful adoption of electronic payment systems—from credit and debit cards to retail charge cards and store loyalty cards—spearheaded “the proliferation of transactional data” and the rise of modern consumer surveillance.4 In a similar vein to Oscar Gandy Jr.’s ideas about the “panoptic sort,” which emphasized the centrality of money and credit to the advent of “surveillance capitalism,” the historian Josh Lauer reminds us that “payment systems were held up as archetypal information caches” by the likes of Vannevar Bush in the 1940s. Bush was a visionary engineer who anticipated the centrality of information to science and society and became an influential adviser to and administrator within the US federal government. An appreciation for the significance and immense value of transactional data continued on down to the likes of Google’s chief economist, Hal Varian, who emphasized the potential uses of devices that enable transactions while also recording and providing a basis for analyzing them.

Well before the advent of computers, company paper, payment cards, store-issued tokens or metal plates (embossed with a name, address, and customer number) functioned as means of personal identification as well as media of exchange. But these records were not conceived as “data” that could be mined for specific insights until the American Express company started digitizing its customers’ sales receipts in the 1980s.5 “Our product is information,” a 1982 ad in the Wall Street Journal claimed; “information that charges airline tickets, hotel rooms, dining out, the newest fashions, and even figures mailing costs for a travel magazine; information that grows money funds, buys and sells equities, and manages mergers; information that pays life insurance annuities, figures pricing for collision coverage, and creates and pays mortgages; information that schedules entertainment on cable television and electronically guards houses; information that changes kroners into guilders, figures tax rates in Bermuda, and helps put financing together for the ebb and flow of world trade.”6 Through their card payments, individuals and corporations had become legible in a new way. Banks, retailers, and card processors soon followed suit and developed their own strategies for eliciting and mining granular transactional data.7 Once liberated from the constraints of paper, and held instead as electronic databases, this data could be queried, analyzed, and matched with other records, integrated to build personal profiles, aggregated to define new kinds of populations, and, of course, bought and sold as an asset. The path to the new way of doing things was paved with failures and scandals. But it quickly became clear that, in its new form, payment data had value of its own, quite separate from the value of the systems that helped produce it and the exchanges it recorded.

A consequence was a kind of inversion in the relationship between finance and information. Knowledge of transactions and assets had been a kind of data, but now data became a kind of asset. While records had been available for some kinds of analysis, the ratio of results obtained relative to effort required was usually poor. With a properly computable substrate, however, the shape of the trade-off changed radically. The new business wisdom was encapsulated in a metaphor that quickly became a cliché. This was the idea that “data is the new oil.” Perhaps surprisingly, technology companies themselves did not come to this realization right away. The basics of user tracking technology were in use from the very beginning of the internet, built into the notion of a server log file. On the World Wide Web, browser cookies were deposited on a user’s computer by websites, initially as a record of their preferences or activity that could be made use of during later visits. But the possibilities were so much greater than this. As the data imperative took hold, platforms sought to augment their own troves of online data with information about people’s offline behavior. Facebook’s “partnerships” with data brokers (from 2008 to 2013 or so), Google’s proliferation of multiple services provided through a single user identity, and Amazon’s later purchase of the organic food giant Whole Foods should be understood in that way.8 Soon the leading platforms were all setting up their own payment systems as well, and sometimes their own currencies. Transactions were not anonymous anymore. They were stamped with metadata. Money itself started to become more like information, explicitly playing the role that some economists had long argued was its most important function.9 Considered as a natural extension of company accounting, the existence and utility of transaction records has a long history, of course. Their use in the context of criminal investigations is long established. But the consequences of richer and essentially ubiquitous transactional data for ordinary market activity is easy to underestimate. It changes the character of what money is. Its convenience as a medium of exchange takes a back seat to its usefulness as a source of information. With that in hand, the great unbundling can begin.



Market Modulations

When Friedrich Hayek articulated his critique of central planning, he argued that the main economic problem facing society is how best to use that vast quantity of knowledge that is the collective product of social activity but which is also, by its nature, inaccessibly distributed across individuals. Knowledge is dispersed throughout society, resting in bits and pieces in the heads of myriad economic actors in a way that is “not given to anyone in its totality.” Hayek went on to argue that, in a competitive economy with abundant information, the price system is the most efficient way to make this distributed knowledge available. Prices communicate signals about the relative positions of all economic actors, allowing them to coordinate far more quickly than could be achieved by any sort of bureaucratic effort to collect, analyze, and act on this information.10 Price signals propagate through the economy at great speed, connecting market actors, allowing them to influence one another, and thereby coordinating the entire system. In comparison to this magic of competitive, price-setting markets, Hayek argued, a deliberate system of central planning is clunky, inaccurate, partial, biased, and, above all, painfully slow.11

Crucially, Hayek saw that the theoretical superiority of price coordination applies only when information about prices circulates easily. When it does not, markets are plagued by price dispersion and waste. In those circumstances, the “law of one price” does not apply. As it turns out, such situations are extremely common in real life and well documented by economists, sociologists, and anthropologists.12 Hayek himself was well aware that social networks and stable partnerships between experienced traders were essential to the efficient transmission of knowledge, and thus to market coordination at large.

In an actually existing market infrastructure like this, the role played by pricing is a long way from Hayek’s ideal. But it nevertheless seemed as though the core choice was between more bureaucracy or a more purely functioning price system. Hayek thus insisted on a stark dilemma—central plan or free market—and provoked an intense political and economic debate that echoed down through the decades in various forms, as social scientists and political theorists debated the relative merits of markets and their alternatives. The rise of organizations that thrive on the social substrate of social data has rendered much of this debate moot. Evgeny Morozov remarks that, relative to data now routinely produced, the information transmitted by prices is “condensed” and a relatively poor guide for many kinds of exchange. Because so much additional information can be brought to bear on transactions, digital technologies allow the possibility for either rapid, direct, nonmarket coordination, or for more efficient and more targeted “bespoke” forms of market coordination, where transacting parties can be matched on a set of qualities that is both wider in scope and more particular in detail.13 So much so, indeed, that the concept of “bespoke” has become a branding mantra deployed by everyone with a product to sell, from medical treatment to wine, shampoo, or even water.14

In such a system, price may be just one among many variables that are both relevant and rapidly communicable.15 Or it may not be an independent signal at all, but a finely adjustable feature to be deployed in a broader strategic game. In the technology sector, what Shoshana Zuboff calls the “division of learning” (that is, the extreme asymmetry that accompanies the distribution of all of this information) consistently favors corporations in their dealings with users, employees, or clients.16 They just know more and have a better view of the terrain. This, in turn, tends toward concentration of market power rather than a landscape of ongoing competition between peer firms and regional ecosystems.17 Cédric Durand and Yanis Varoufakis have used the term “techno-feudalism” to describe the new dependencies that result from this process of concentration. “Feudalism” evokes a rent-based, rather than profit-based, mechanism of value extraction and the loss of autonomy of the individuals enrolled in it.18 Yet it is not that these markets are inevitably stagnant, intrinsically backward looking, or that the dominant players in them are fixed for all time. Unexpected technical developments, successful entrepreneurial activity, or unwise strategic decisions still have the potential to upend even the largest players. Nonetheless, the tendency of the system as a whole seems to be toward the reproduction of a few really large firms—those that have mustered enough venture capital for long enough to scale and survive the startup bloodbath and now generate enough capital to keep rivals at bay.19

Leaders of the tech industry stand ready to defend this trajectory. Invoking Joseph Schumpeter’s definition of entrepreneurship as the search for monopoly profits, PayPal founder and billionaire venture capitalist Peter Thiel makes the case with perfect clarity. The son of German émigrés to South Africa and California, Thiel first tried to make an intellectual mark as a disgruntled critic of multiculturalism before finding fame as an investor guru.20 In that capacity, he may be best known for his remark that “competition is for losers.” Thiel writes:


So why are economists obsessed with competition as an ideal state? It is a relic of history. Economists copied their mathematics from the work of 19th-century physicists: They see individuals and businesses as interchangeable atoms, not as unique creators. Their theories describe an equilibrium state of perfect competition because that is what’s easy to model, not because it represents the best of business. But the long-run equilibrium predicted by 19th-century physics was a state in which all energy is evenly distributed and everything comes to rest—also known as the heat death of the universe. Whatever your views on thermodynamics, it is a powerful metaphor. In business, equilibrium means stasis, and stasis means death.…

… Every new creation takes place far from equilibrium. In the real world outside economic theory, every business is successful exactly to the extent that it does something others cannot. Monopoly is therefore not a pathology or an exception. Monopoly is the condition of every successful business.21



Monopoly is presented here as a discovery engine essential to the process of innovation. And indeed, economic research in the Schumpeterian vein supports this argument, at least to begin with.22 Many other classical texts in economics and political economy also see monopoly as the natural tendency of capitalism.23 None of this is new. But as Thiel’s broadside against the discipline implies, economists also argue that monopoly fundamentally alters the terms of engagement between corporations and the people they interact with. It allows firms to dictate the terms of contract—whether that contract is about trade, service, or employment—and use that power to extract rents, defy existing laws and regulations, and violate social expectations.24 The higher the platform’s market share, the more it is able to increase its “take rate” of intermediation fees charged to sellers, drivers, workers, and the like. For instance, empirical research shows that “requesters” (i.e., employers) in online labor markets have market (or monopsony) power, too, even though these settings ought to lower search and switching costs for workers. Wages are squeezed. User surplus becomes employers’ and platform surplus.25

The software industry is rife with monopolistic tendencies, too, due to the scalability enabled by low distribution costs and the network effects that produce growing utility. This, arguably, is even more true of software that continuously learns by itself, since positive feedback loops tend to naturally reinforce market advantage. Viktor Mayer-Schönberger and Thomas Ramge call this “the feedback effect.”26 Plainly stated, “the more people are using Google, the better it becomes, because every search is in some sense a tinkering and improvement in the service.”27 This natural advantage, built into the technology, also characterizes generative artificial intelligence models like ChatGPT and DALL.E. There, as elsewhere, the pursuit of network effects initially motivated a Maussian bargain approach. Given these models’ voracious appetite for processing power and their parent company’s reconstitution as a for-profit organization, it was short-lived.

The value of feedback effects to an organization reinforces its data hunger. Data abundance, in turn, shapes its market strategy. Once a platform succeeds in inserting itself into everyday digital interactions, the way Amazon did with online shopping or Google did with search, it has strong incentives to not only demand more data but also use it in ways that bolster its position—which can be at odds with personal and public welfare.28 Facebook used its market intelligence to identify and buy up promising startups, its user data to attract developers and content providers, and the developers and content providers to attract users, until everyone was corralled inside its ecosystem and it pivoted to aggressively push ad content. Amazon collected and used its customer and transaction data to undercut its own sellers, which it had attracted to the platform by promising generous terms and access to a broader market. Not only did these terms (and the sellers’ investments to optimize themselves for Amazon) rapidly vanish, but the company started competing with suppliers by cloning their most successful products, using its internal advertising engine as an advantage in the sale process.29 In parallel, Amazon’s search outcomes and user recommendations became increasingly ad driven, and more and more self-serving toward in-house brands.30 Google used its dominant position in search to prop up its advertising business by tying Google Ads, which routes demand from advertisers, exclusively to DFP, its publisher ad server. According to a 2023 US Department of Justice complaint, the move resulted in Google’s publisher ad server controlling 90 percent of the market by 2015 (up from 60 percent in 2008), allowing the company to artificially inflate prices. This monopolistic shift in the political economy of publishing dramatically undermined the viability of ad-reliant news organizations while serving as a conduit for the rise of well-funded imposter look-alikes, with dramatic consequences for the so-called public sphere.31 One way or another, all of these organizations used their own network-based position to increase their own social indispensability and intermediary power over the distribution of knowledge or goods. The double dependency of both consumers / users and producers / advertisers on this intermediation (or what Tim Wu calls the platforms’ control over some “master switch”) allows them to extract as much surplus as possible while often destroying the quality of the service they provide in the long term.32 Note that this behavior is not unique to US firms. In the middle of the pandemic, the Chinese government unleashed a “regulatory storm” against anticompetitive practices within its homegrown tech sector, such as the social media company Tencent “[blocking] WeChat users from sending links to its rival Alibaba’s e-commerce websites.”33

This ability of data-rich organizations to gather market intelligence has also fueled a shift in strategies for profitability. A firm will act differently toward its customers, and it will think differently about the prices it quotes them, if it can know things about their character, their desires, or their material situation. To use Gilles Deleuze’s concept, it can modulate everything about that market interaction through technologies of control.34 If it is possible to know a potential buyer’s disposable income or their travel plans, a prospective employee’s reservation wage or their likelihood of staying in their job if hired, or any other preference or behavioral tendency that might be relevant, then price setting becomes a very different process. Accurate data promises better “personalization,” which in turn opens a path toward a more fine-grained form of price discrimination. Prices can be automatically adjusted not only to prevailing market conditions, but to the algorithm’s best guesses about what synthetic microcategories of people might be willing to pay. In the strikingly direct words of a Harvard Business Review article, “We’re in a new era of supercharged price discrimination, made possible by two major scientific and technological trends. First, AI algorithms—often trained on highly detailed behavioral data—enable organizations to infer what people are willing to pay with unprecedented precision. Second, recent developments in behavioral science—often invoked with the tagline “nudge”—provide organizations greater ability to influence their customers’ behaviors.”35 There is a certain amount of exaggeration here because, of course, these methods do not really know the precise preferences of every specific individual. Still, the level of resolution that price setting might work at has indeed been changed. When they consider ways this power might be abused, the authors of the Harvard Business Review piece recommend that corporations apply ethical principles to their pricing strategies. But this mistakes the rule for the exception. Price discrimination and dynamic adjustment on the basis of available information are not some aberrant deviations from some general norm of fair pricing. Rather, they are the natural situation of markets in the age of personalized digital affordances. If companies have information at their disposal that lets them discriminate on the basis of price or wage, then that is what they must do. Rather than offering a single “market price,” it makes sense for firms to try to make better guesses about what different sorts of people are willing to pay or receive. This insight applies across markets. For instance, insurers may see the traditional challenges of their industry fade away, while problems faced by customers become ever more sharply defined. Insurance contracts may be adjusted to reflect a dizzying array of situations. What were once threats of adverse selection and moral hazard for insurance companies can be transformed by the flow of data into problems of costly premiums and insurability for customers.

From an economic perspective, we may still have an efficient allocation of resources. The difference is that the combination of market power and automated, fine-grained segmentation tools means that corporations are in a position to squeeze out far more of the surplus on both the buy and the sell sides. Popular new software helps sellers, landlords, or employers automatically set prices, rents, or wages. With these sensitive calculations removed from messy interpersonal negotiations, there is evidence that some of these products push the envelope as far as possible.36 Still, whether their effects are, on the whole, regressive or redistributive is an empirical question. It depends on what kind of data is being used, and how.37 In product markets for instance, a more perfectly price-discriminatory world could very well benefit those of lesser means by giving them access to the same products at lower prices. But discrimination along some other dimension might have sharply regressive effects. For instance, perhaps our data can help us to identify a class of people who will be tempted by a particularly rotten deal, whether for reasons of poor literacy, straitened circumstance, social stigma, or citizenship status. Economists and legal scholars have accumulated substantial evidence that such practices are routine and quite profitable.38 But given the unequal distribution of such risks throughout society, their negative consequences are also likely to weigh more heavily on specific segments of the population—which is to say, the poor, and specifically ethnoracial minorities, who also have a long history of being institutionally segregated into subpar services and are still targeted for subpar deals.39 This is how price discrimination ends up overlapping with familiar forms of social discrimination.

The same information-rich practices have also become normalized in the domain of workforce management, with very few legal restrictions to date.40 Human resource departments at tech firms famously collect extraordinary amounts of data on their own workforces that help them develop new analytics tools, run experiments on employees, and test all sorts of management theories. The buildings themselves have been designed with this kind of purpose in mind, echoing a long tradition of firm-sponsored scientific studies of labor control and productivity. There is nothing remarkable here—just more data, which leads to more possibilities.41 To be sure, the new data-driven hiring and management strategies, and even the “platformization” of workers, might produce opportunities for people who might have been otherwise shut out of the labor market. But they can also cut down dramatically on workers’ autonomy, distribute work schedules to maximize profit, anticipate who has a higher likelihood of quitting their jobs, calculate pay on the basis of smaller and smaller fractions of time worked, or even remunerate workers based on an automatically generated estimate of what they might be willing to accept given their rating and the specific conditions the data suggests they might face.42 Ever finer wage discrimination and dynamic wage setting relies on the same economic framework as price discrimination and dynamic pricing.

Almost all firms, in fact, have become “ruled by data” in some manner, even if this only extends in practice to rule by the idea of acquiring data.43 Now, the possibilities opened up by the world of granular data and powerful analytics cannot simply be willed into existence on the strength of their potential benefits to firms. Imagining the potential for more fine-grained price discrimination enabled by the algorithmic analysis of behavioral data is not the same thing as a stable, operational system that actually does the job. The gap between a slide-deck pitch and a well-functioning production server is where some of the most difficult engineering challenges must actually be solved. It is also where fast-talkers, be they market entrepreneurs or social theorists, end up taking advantage of the slippery character of terms like artificial intelligence or machine learning. To say you have an “algorithm” for accomplishing something is not the same thing as building a system that in fact accomplishes your goal. For example, the management of the real estate firm Zillow discovered to their cost that algorithmically exploiting an apparent information advantage in the housing market is substantially more difficult than it might appear.44 It is here, also, that the more “neoinstitutional” aspects of datafication live. If an engineering problem is not, in fact, soluble, then what may take its place is some sort of Potemkin procedure, a ritual simulacrum that will have its own consequences.



Streams of Income

In the world of physical goods, the blending—or bundling—of software and hardware has been paralleled by an unbundling of the rights associated with each. When a company sells a physical but datafied good, the buyer owns the physical item (e.g., a car, a refrigerator, or a smoke alarm), but the seller may retain ownership of both the software and of data streams associated with its use. In some cases, the item may come with additional physical or hardware capabilities that must be unlocked in software for a fee. Data from the device might be sold on to a third party, or used to develop and pitch ancillary services, or both. Consumers are by now fairly well habituated to this sort of thing in the context of smartphones and computers. You buy a gaming console (that is, a piece of physical hardware) and then pay to download a game (a piece of software), perhaps one that also has a subscription component (an ongoing service) that includes a requirement that the console be connected to the internet while it is being played (a remote server is providing functionality necessary to play the game, but also an opportunity for monitoring). As ever more kinds of goods become datafied, however, responses to this sort of model may range from puzzlement to outright anger. It is one thing for a phone to demand a software update, or for a PlayStation to require an internet connection. But when your refrigerator, dishwasher, or doorbell do too, things may seem a little strange.

We can think about this process from either of two points of view. On the one hand, there is the intuition that the company selling the device has found a way to control or cripple it in a way that allows it to extract additional profit from the user over and above the purchase price of the device and the actual costs of making and selling it. From this angle, the business model is a form of “rentierism.”45 Economic rents are payments for some factor of production above and beyond the marginal cost of providing that input. In other words, rather than just sell you the thing, the company wants to find a way to have you keep paying for it. If the company can make an otherwise functioning phone or TV or thermostat stop working whenever it likes—because you refused to install their software update, for example—then the consumer has a good case for feeling taken advantage of. The intuition is even easier to see when the physical functionality is in some sense fully present in the device when it is purchased, but is not enabled simply because the user has not paid for it. A Tesla Model S, for example, may ship with performance capabilities that require additional payment in order to be unlocked via software. The sense that the company is unfairly extracting a rent here is easy to understand.

Although expressed in terms of the relative costs of bringing factors into production, the concept of an economic rent is rooted in a visceral sense that a principle of fairness is being violated. The producer is extracting this money just because it can, not because the rent is really required. Normally, the economic argument is that firms can only be expected to take advantage of such opportunities, and that they will do so for as long as they can, but market competition will eventually bring things back into line and erode opportunities for rent taking. Hence the concept is typically deployed to attack possible barriers to that competition, such as occupational licensing, patents, or other forms of benefit deriving from the brute fact of legal ownership.

From another point of view, however, what is happening here is that, far from being stymied, market competition is simply being given its full expression. If we think of what is being sold not as a single entity but rather as a collection of capabilities, functions, and features, then buying it just means buying the array of things one might do with it. All that the new technology does is make it possible to further refine and more clearly delineate—and price!—each particular element in the bundle of usage rights that the purchase conveys. From this perspective, products are being datafied not to illegitimately capture rents but to independently price features in a way that perfects the market for them. And, after all, these goods are not simply physical machines. They contain software that needs to be maintained and updated. This is an ongoing cost that needs to be covered somehow. The users of datafied products pay both with their money and with their data. They subscribe to a service, and they allow that service to collect data on their activities. If they suspend that connection (if they fail to pay up or log in, for instance), the physical object becomes inoperative for them.

In the case of products that, from the individual’s point of view, are purely software applications—a music streaming service, say—the first step in this process is the conversion of the terms of the Maussian bargain. Across many different kinds of services, the gift of personal data in return for a free service is eventually reorganized into the establishment of a paid subscription tier. In the context of free services, it has long been observed that “if you are not paying for the product then you are the product.” But, as we discussed in Chapter 1, the scale and growth rate of many free services can make it hard for direct advertising to pay the bills. And once companies have achieved a near monopolistic position, the temptation to capitalize on it is too strong. They succumb to the itch to work both sides of the market by wanting to charge users for what was originally given away for free while still selling or monetizing the data they collect about them. From Flickr to Twitter, the history of web services is littered with examples of resources whose popularity is built on sociable free entry but whose later phases descend into increasingly desperate ways to generate revenue.

In a nondatafied world, a successful sale traditionally comes with a transfer of ownership that severs the necessary but temporary connection between buyer and seller. With connected and software-bearing technologies, however, the transaction is only the beginning of an open-ended relationship. The user remains tethered to the manufacturer or the service provider when they use the machine or even, simply, by keeping it powered on.46 What consumers cannot generally purchase is the right to access the software that powers the device or to repair or update it themselves if it stops working. These are the exclusive prerogative of the manufacturer and its network of authorized dealers. If the company goes under, fails to properly upgrade its software, or requires that its customers agree to its new terms of service, people may find themselves with a device that is unusable, incompatible with other systems, or suddenly collecting a disturbing amount of data about them.

These tendencies are not confined to phone apps or household gadgets. A now canonical example is the American heavy equipment manufacturer John Deere, which has sought to become a leader in “smart agriculture.”47 Datafication, the company claims, will be to twenty-first-century farming what mechanization was to nineteenth-century agriculture. It is a technological revolution that will massively increase productivity and permit a more efficient use of resources (such as water) in an era of climate urgency. John Deere has outfitted new generations of tractors, harvesters, and other agricultural machines with sensors, cellular transmitters, and software that is on by default and cannot be easily turned off or tampered with. In January 2022 it unveiled a tractor that it claimed “can plow fields, avoid obstacles, and plant crops with minimal human intervention.”48

Again, the core impulse is familiar. Agricultural corporations have long sought to secure the dependence of farmers through the genetic manipulation of seeds, planned obsolescence of machinery, or simply through access to parts for maintenance. Many farmers have pushed back against the computerization of their means of production not by rejecting software as such but by turning the “right to repair” farm equipment into a potent political issue.49 Others, meanwhile, try their luck in the overheated market for older, computer-free machinery; or they turn to do-it-yourself videos and websites to learn how to hack their own equipment using third-party code that technically violates the terms of their software license with John Deere.50 Most people do not resist the datafication of their machines and devices in this way. Regulatory protections against companies’ control of repairability are (so far) rare and hard to enforce. Instead people tend to be more fatalistic in the face of technological upgrades, sometimes welcoming them with trepidation. Rather than wanting to tinker with their devices, they prefer it when their cars are more like appliances and their appliances are more like iPhones.

For both physical and virtual businesses, data is a valuable asset on a corporation’s balance sheet in more than one way. Good data can help increase profits through product segmentation, supply chain optimization, customer targeting, and so on. But it can also be the foundation for the development of derivative financial services, such as credit, insurance, or market intelligence. The linking of a credit offering to a manufacturing, service, or retail sale became a sizable—indeed fundamental—driver of corporate profits in the nonfinancial sector in the first decades of the twenty-first century.51 In 2004, for instance, the Wall Street Journal remarked that General Motors was already more a bank than a carmaker.52 Its lending arm (then known as General Motors Acceptance Corporation or, more commonly, GMAC) was making more money than its manufacturing arm. In 2017 the newspaper suggested that the same was now true of John Deere. In the midst of declining or stagnating incomes in farm country, the company expanded its lending activities. Short-term loans for crop supplies and leasing contracts for equipment potentially led to long-term vulnerabilities for farmers, but they shored up the firm’s short-term revenues. Wall Street seemed pleased with the redirection: “The financing arm has shielded [John Deere] from the worst of the farm slump, keeping factories and dealers intact and investors satisfied with profits. Despite a 37% drop in sales of its farm equipment since a record high in 2013, Deere’s stock price is up 72% from its recent low in early 2016.”53

Credit-based financialization, as we have seen, is by now old news. But the scale at which it may now be deployed is not. Mobile technology has transformed the consumer credit market, from the most fringe and predatory outlets (cash advances) to the most established (banks). Payday lending apps will automatically process small, expensive loans in exchange for a monthly fee and intrusive access to a person’s payroll and bank account information. Many digitally based companies have partnered with these new lenders to propose short-term credit to their own employees. Gig workers, who are typically paid “in ‘batches’ after completing multiple gigs, or immediately upon completing a gig,”54 are a prime target for systems that accelerate payment or deliver quick credit for a fee and / or in exchange for data. Online customers are also easily reached, with offers to delay payment on similar terms. Mundane purchases—such as a pair of jeans—can be routed through buy now, pay later schemes at the point of sale.55 Speed and convenience are key. On the demand side, the ease and privacy of smartphones makes predatory finance look not so predatory. So does its integration into the warp and woof of everyday digital entanglements. The exposure of waiting in line at the payday lender is gone. And on the supply side the good deal is also easy to set up. With enough data on its users or employees, any company can think of itself as a lender.

Credit’s integration with tethered commodities gives it much greater potency than before. With an ongoing connection to the car or tractor enabled by default, the manufacturer effectively has a persistent link to the owner and operator as well. This can be used to monitor credit compliance and even compel loan repayments. With self-executing contracts and location information, the manufacturer-as-creditor can impose automatic penalties or repossess physical assets without having to travel the costly route of debt collection. The costs of this reconfiguration are distributed unequally across different populations. Buyers with poor credit already face higher-interest loans and demands to put more money down. But they might now also have to deal with “payment assurance devices” embedded in the goods they buy. These devices typically combine a GPS tracker with a “kill switch” that can disable their vehicle should they miss a payment.56 On the seller’s side, the costs of collateralizing loans and recovering assets could very well plummet, further easing and encouraging the process of managing a market in credit.

For both financial and nonfinancial firms, the payoffs of datafication do not stop at the extension of credit. A fleet of tractors will have some value as a collection of physical goods, or as collateral, certainly. But the data they emit may be more valuable still. Data flows become income streams. For instance, a manufacturer might position itself as a financial intermediary through which farmers can sell their crops. Or a trading platform might sell its information to its preferred market maker, an example we will develop in Chapter 5.

Insurance also looms large as a means of monetizing data from fleets of vehicles. Tesla makes and sells cars, but until 2021 it could not turn a profit on them without the sale of regulatory offsets (a financial product) to other car manufacturers. Even today, its business model relies heavily on auxiliary financial activities. In the fall of 2021, Tesla unveiled its own insurance division, which it anticipated would contribute a large share of revenues to its future operations. The reasoning is straightforward. The data collection embedded in most new cars allows for more efficient claims processing. It also opens the possibility for insurance underwriting to become much more personalized and dynamically priced.57 That is, car insurance premiums will be adjusted to reflect a specific person’s driving behavior (known by measuring their propensity to step hard on the brakes, run a red light or a stop sign, use a phone while driving, etc.), the condition of their vehicle, and the journeys they usually take. In a way this has always been a goal of insurance pricing, but things may change qualitatively when the information insurers need is supplied directly by the car rather than via a polite inquiry to the owner. (And for those whose car isn’t smart, most insurance companies offer a discount in exchange for using a telematic sensor or a phone app.) When these technologies are embedded everywhere and everyone is surveilled in this way, insurance premiums will depend on the specific risk profile as measured and scored by the sensing algorithm. But what remains of the purpose of insurance—to socialize risk—when everyone pays the price they “deserve”?

Collecting and processing more data reduces the informational asymmetries (those of moral hazard and adverse selection) that make insurance a risky business. But shifting from socialized to individualized risk also transforms the very purpose of insurance. This may not be so bad where car insurance is concerned,58 but in other domains, such as health or place of residence, the most significant sources of risk—and thus the proper allocation of responsibility—may lie outside the individual in the natural or social environment. The fact that these structural forces cannot easily be measured does not mean that they can be conveniently ignored. Doing so not only excludes people unfairly but also threatens the way that insurance systems can act as a prosaic but intensely practical manifestation of solidarity. We shall return to this point in our discussion of changing concepts of citizenship in Chapter 7.

Meanwhile, the “pretense” (to use Hayek’s word) that “only what is measurable is relevant” is problematic in another way.59 It moralizes the data imperative and legitimizes the hunger for data for its own sake. Again, it still matters whether all this data collection is, in fact, worth it. Putting the necessary sensors in a vehicle is not free. The reliable collection and proper analysis of the data is not devoid of error either. But these systems are only getting cheaper.

This general process of layering and abstraction, explored more fully in Chapter 5, tends to make soft-service providers and tangible manufacturing industries look more and more similar. Like car insurance, the business of health insurance is increasingly grounded in detailed telemetry from physical devices such as fitness trackers and smart watches. Individual consumers who choose wearable technology are rewarded with lower insurance rates. Firms that force them on their employees might be too. The data generated by the devices can then be mobilized proactively to modulate people’s behavior by issuing warnings, daily targets, emergency interventions, and so on. Measured against these benchmarks, individual records—and thus premiums—may be updated continuously as new information comes in.

From the consumer’s point of view, these kinds of services may be welcomed as helpful, empowering, or even lifesaving. They also open the door to scaled-up academic and scientific research about people’s behavior and health. The less scrupulous sorts of firms (and researchers) will want to grab as much data as they can, even if that is more than the user realizes they are giving up. But even those organizations that have a care for their customers’ privacy—the ones that carefully ask for permission whenever a change is made, or do all of the most sensitive processing on the local device rather than a central server—will still tend to move down a similar path. The temptation to disaggregate in order to monetize is very strong indeed.

The careful unbundling of data streams and associated cash flows is a striking instance of how modern financial economics conceives of all economic relations. Echoing Michael Jensen and William Meckling’s quintessentially neoliberal description of the corporation, we could say that unregulated digitization has made it possible for everything to be reinvented as “a legal fiction which serves as a nexus for contracting relationships.”60 Concretely, this process is facilitated by the fact that economic contracts are now embedded directly in software at the time of purchase. From this perspective, a refrigerator, a tractor, or a TV is little more than a bundle of rights that specify the distribution of cash flows between different parties (buyers, users, the manufacturer, and anyone with a derivative claim, like advertisers, credit providers, or insurers). Consent may need to be obtained in a more or less informed way, because the terms of the contract have to be agreed to in some sense. What matters is that the technology allows for more fine-grained disaggregation of services, producing flows of data that can in turn be abstracted, rebundled, and sold.61 In this way, every producer of goods becomes a technology company, every technology company becomes a service provider, and every useful service becomes a stream of data that can be turned into an asset. That last step involves an act of abstraction, where the unbundled threads of particular exchanges—each individual contracting relationship—are abstracted out and gathered together by kind in order to be sold as a specific kind of revenue source. This kind of abstraction, a prerequisite of financialization, turns out to be a natural complement to the kind of abstraction that software makes possible.







▲ 5 ▼
Layered Financialization



Financialization is “a pattern of accumulation in which profits accrue primarily through financial channels rather than through trade and commodity production.”1 As a tendency, it takes two main forms. The first is a rise in the share of corporate profits that comes from the financial sector, broadly construed.2 The second, analyzed at the end of Chapter 4, is a rise in the share of revenues generated by portfolio income relative to productive activities within the nonfinancial sector. Beyond this, the term financialization connotes the diffusion of broadly “financial” ways of thinking about the economy—and, indeed, the world at large. In this more expansive sense, it means a focus on capital appreciation, on the increasing value of the prices of shares and other financial assets. A financial lens sees the world as an investment portfolio. Anything and everything might in principle be converted into an asset of some sort and made tradable on a market.3

How is the tendency toward financialization affected by the ability to augment devices, organizations, and indeed people so that they continuously emit data about themselves? Right away, these technologies enable things that we could not do before. Everything from fitness regimes to farm management can be monitored and evaluated. The initial purpose of this monitoring is to feed information back to the people making use of the devices. Perhaps those people (or their devices) can also be nudged in the direction of some goal, whether that is set by the local user or by whoever is doing the monitoring. But these flows have additional potential in the aggregate. When suitably abstracted, all of this new information becomes interesting in its own right as a kind of overview of what is happening with this category of device, class of person, or kind of setting. It also makes this information more tractable and more useful. It might be deployed to gain an edge on one’s competitors. Most interesting of all, it might be used to open up entirely new lines of business. As we saw in Chapter 4, unbundling some product or service into its individual threads or streams of data in principle makes each of them monetizable. This can be a profitable move, but it comes at the risk of making the customer feel they are being nickel-and-dimed for every action they take. After the unbundling comes the rebundling, the moment when individual streams can be regathered but also abstracted into a new category and sold as an asset on a different sort of market.

To return to an example from Chapter 4, a company that makes tractors or combine harvesters may end up with streams of data on the activity of many thousands of individual pieces of equipment. That information is not just useful for reporting the state of the machine to its owner, for issuing reminders about maintenance schedules from the servicer, or even for policing loan repayments by the credit arm of the manufacturer. It is also a source of information about what is happening—and what is likely to happen—in various crop markets in the aggregate. Thus, in virtue of collecting data on how its machinery is being used, a manufacturer might end up, directly or indirectly, in the business of agricultural futures, either using this new information itself or selling it on to firms that can make better use of it. This might leave the firm in a situation where it hopes to profit from investment decisions or general price movements in markets that adversely affect the very customers it sells its equipment to, and from whom it collects data.

The tendency toward financialization has been recognized as a central feature of capitalism at least since the time of Karl Marx. Volume 2 of Marx’s Capital focuses on it in depth. Sociologists and political economists have analyzed past waves, and most prominently the long surge in speculative trading and asset innovation running roughly from the development of modern options trading to the financial crisis of 2008. Here we shall argue that contemporary technologies of data collection and classification have a strong elective affinity with the tendency to financialize. Digital technologies provide a huge propulsive boost to the process of abstraction that undergirds the creation of new vehicles for investment. Furthermore, new technologies, through their Schumpeterian promises to destroy settled industries and create new ones, also open up uniquely speculative spaces. The tech industry and its financial backers depend less on secure expectations of future cash flows and more on a constant stream of hopeful believers, both large and small, who will commit their money to buying up shares when companies go public. It is financial speculation that sustains the effort to deploy new technologies at scale.4


Layering Abstractions

In Chapter 4 we saw how embedding information technology in everything from refrigerators to combine harvesters has created new opportunities for firms. At the simplest level, the data facilitates maintenance or allows some service to be provided directly. But much broader possibilities immediately suggested themselves to companies. The first and most obvious is surveillance, and the possibilities for both customer service and customer control that come with remote monitoring. The prospect of aggregating streams of data and treating them as the basis for new sorts of assets, and thus new sorts of markets, is far more interesting. The data itself becomes a product to be sold to interested parties.

This layering of abstractions underpins the process of financialization. It begins at the ground floor, as it were, with the creation of commodities themselves. To turn tangible objects into tradable goods, one must find ways to control, minimize, or erase their individual particularities so that they can be made functionally identical, interchangeable, and comparable. This process is a social achievement that requires extensive underpinning and framing by institutions.5 A commodity’s qualities must be clearly specified, and its quantities precisely measured. Bushels of red winter wheat, barrels of light sweet crude oil, shares of common stock, grades of mortgage-backed securities, and pairs of Levi’s 501 jeans are all commodities with varying degrees of standardization and tangibility. Again, harking back to Marx, the commodity comes to market in what Luc Boltanski and Arnaud Esquerre call “the standard form.”6

Standardization partly explains why people are often unconcerned about the social conditions under which specific items are produced. Commodities present themselves as interchangeable things whose value is fully expressed by the price one pays for them. As a rule, the specific history of any particular thing is of no interest. All that matters is that it is a proper instance or token of its type. Standardization also allows for particular commodities to be abstracted up into new classes of tradable instruments, layer by layer. The more homogeneous an item of merchandise, the more liquid its market can be. Highly liquid commodities can circulate further and be transacted in a general marketplace, an auction house, or an exchange.7 Traditionally, exchanges were physical spaces, places where traders met and haggled. But these have mostly been reorganized or replaced by various kinds of transaction management systems. These systems circulate information and make it easier for prices to converge. They also allow markets for secondary, or derivative, exchanges and financial claims to be viable. In this “investment form,” commodity exchange becomes a nexus of contracts for future delivery or options on such contracts that can themselves be traded on a market.8 Indeed, the “higher” or more abstract the derived form, the more platonically homogeneous it will tend to be, and thus the more liquid and fluidly tradable it can become. The history of derivative financial markets can be quite literally pictured as a process of steadily layered abstraction, beginning from the tangible stench of particular pigs and cows massed and breathing in stockyards, moving out, away, and up to the pure abstractions of derivatives and futures markets in standardized pork bellies or feeder cattle and far beyond.

The abstractions associated with information technology help make new layers possible. Any physical property, any aspect of work or everyday activity, can be unbundled and transformed into a flow of information that can be measured, divided, and classified. In both physical form and metaphorical scope, we see a seemingly never ending logic of “miniaturization,” of increasing focus and specificity.9 For example, service labor is disaggregated into targeted and efficiently allocated microtasks tracked by devices worn on the body or embedded in physical objects necessary for work. A car ride via Uber, a sorting task on Amazon’s Mechanical Turk, a microcontract with a vendor, or any one of many other kinds of labor become what Veena Dubal calls “digital piecework.”10 The same process of fine-grained standardization applies to personal data harvested from multiple sources. This is the “workless labor” of users, in Ori Schwarz’s felicitous phrase.11 It is harmonized and structured for auction on advertising markets. Data management platforms translate incoming bits of information—a keyword search, an imputed emotional state, some data on geographical location—into targeted actions and opportunities, all in real time. In the moment it takes a web page to load, tiny advertising auctions are opened, bid upon, sold, and immediately executed. The result of all this is a specific ad selected by the auction protocol and shown to the end user. Each event happens at the direction of a networked, global, and instantaneous computing infrastructure that bears much resemblance—in its physical materiality, its liquid operation, and even its hyped-up, speculative logic—to modern financial markets.12

Bits and pieces of information are thus more than inputs in the process of producing services such as management or advertising. They also support the making of what Marx called “fictitious capital.” These are the classes of financial assets that secure claims to future revenues. People trade for many and varied reasons. Some may actually want to take delivery of the underlying physical goods, from cattle feed, to palm oil, to real estate properties. Others—speculators—are far more interested in the activity of the market itself, abstracted as it may be. Digitization facilitates the bundling of any real capital into securities that can be traded on their own terms. Cattle feed futures, real estate securities, or cargo freight finance certainly benefit from this process.13 But so do new streams of data about one’s person. As we move up the ladder from the ownership of shares to options to derivatives and beyond, the scope and efficiency of financialized trading depends on the steady flow of data. As new layers are added, new opportunities open up to price the flow of information between and across them. A side effect is that highly abstract market spaces can be made available to individuals in an immediately accessible way, even if newcomers have little real idea of what is happening beneath the surface layer. In this sense, abstraction is also disintermediation.

For example, a brokerage facilitates access to specialized financial markets. Occasionally, it might allow some individual investors to trade in financial markets for a commission. Perhaps it also acts as a market maker itself. The digitization of trading and the appearance of a powerful networked computer in everyone’s pocket changed this dynamic quite radically. Brokerages like Robinhood realized they could recruit so-called retail investors and encourage them to speculate on the stock market using a friendly phone app. They did not charge them any commission. In their own words, as a zero-commission broker the company would make its money mostly through “a routing system to incentivize the market makers Robinhood has relationships with to compete for order flow based on the amount of price improvement obtained. This algorithm, known as the smart order router, prioritizes sending your order to a market maker that’s likely to give you the best execution, based on historical performance.”14 It also generated revenue “from lending margin securities to counterparties”—that is, by loaning out shares to short sellers.

A system like this, known as payment for order flow, allows a brokerage to take a very small per-transaction cut of a contract by directing it to some particular market maker or exchange in order to execute the trade. At a sufficiently large volume, and with the ability to take sufficiently fine cuts of trades, payment for order flow is an attractive proposition for brokers. For investors, the absence of a commission means the trade is cheaper, but it also means the broker’s interest shifts from assisting the investor to directing the contract to whichever market maker can profit the most from the trade. This is another way of saying that the broker’s source of profit depends on the retail investor being relatively ill informed.

During the first year of the COVID-19 pandemic, Robinhood was the focal point of a huge surge in speculative investment in so-called meme stocks. These stocks were generally uninteresting as investment opportunities but were targeted purely in order to run up their price. They included, most notably, the mall retailer GameStop and the cinema chain AMC. Speculation was fanned by enthusiastic discussion online, specifically on Reddit, and further enabled by commission-free trading on Robinhood. This wave of small retail traders allowed Robinhood and its preferred market maker, Citadel Securities, to do a roaring business. Profitability depended more or less entirely on there being a substantial number of retail investors without a solid grasp of the risks they were exposing themselves to, particularly when it came to options markets.15 The frenzy ended, as is often the case, with the temporary suspension of trading in the stock and the near collapse of the broker, Robinhood, which needed a large injection of cash from Citadel to save it. A string of public and political recriminations followed.16 As in earlier cases, Robinhood had enacted each step of the Maussian bargain with aplomb. It provided something delightful to people as a gift; it profited hugely from the substrate of data that flowed back in return; and it rode the resulting flood of gleeful, effervescent sociality to its significant financial benefit. At least, that is, until the wave broke.

Events like this bring out the way that, in an ordinal society, the process of data-driven abstraction and sorting tends to loop back out to the world of individual identities existing in a similarly digitized social medium. On one side, the processes of data-dependent abstractions that we have been describing produce ever more exotic financial instruments whose structure and inner workings are difficult for nonspecialists to grasp. In a previous era, trade in these products might have been confined to elaborate, technically complex, but also highly restricted market settings. Now, however, these financialized abstractions easily reintegrate with the world of socially driven investor excitement. This also greatly expands the scope for fraud. Meme stocks, crypto coins, nonfungible tokens (NFTs), and other products are fed back into the pool of digital users, who can themselves be seen as occupying classification situations based on how their participation in the market can make someone a profit. To put it only a little too sharply, it is the phone in everyone’s pocket that allows both sides of this process to happen. Highly financialized abstractions do not simply disappear into a tiny sphere of speculative but expert traders in a corner of the market; they fuel a general economic effervescence, one that is often pitched in terms that pander to people’s love of autonomy, choice, and freedom.



Popularizing Protocols

The appeal of Robinhood was as much political as economic. The absence of a commission and the app’s friendly interface enabled small-time, often young, inexperienced investors to participate in what seemed like a relatively exclusive kind of economic activity. It encouraged them to think of themselves as a risk-taking, savvy, even cunning sorts of persons who were moving in a world dominated by enormously more powerful players.17 The connection to social media—by way of Reddit and other user forums—allowed these amateur traders to band together as they tried to move the market in their direction.

They lost in the end, of course. They were taken advantage of by the very platform that was supposed to be liberating them. But their determination to live up to their image of themselves did not die. It just drifted further toward the even more disintermediated, volatile, and risky world of decentralized finance. Here, at what is presently the frontier of organizational abstraction, there are supposedly no states, no banks, and not even the comforting face of a Robinhood to hold the door open for entry. Money itself is to be disintermediated into what Koray Çalışkan calls “data money.” These are payment systems backed by transaction records that are public but encrypted, running on a global network of computers. They are “distributed ledgers.”18 The cryptographically verifiable, decentralized, and nominally low-friction nature of these systems is supposed to make them trustworthy. In practice their pseudonymous (or in some cases fully anonymous) character tends to facilitate all sorts of illicit trades. We might say that if the wealth of those societies in which finance prevails appears as a giant network of computers, the single digital ledger entry appears as its elemental form.19 Modern finance is electronic. It not only depends upon but fundamentally just is the protocols or conventions governing the treatment, formatting, recording, and circulation of data within a network.

The protocols for distributed ledgers might be thought of—and indeed are often promoted as if they were—a kind of political constitution. They set the rules by which a community regulates exchanges and maintains itself in an orderly manner. What they lack in institutional facticity they make up for in collective fervor. Unlike fiat money, which has become globally taken for granted and is very deeply entrenched in economic life, a distributed financial system still needs to actively produce self-conscious belief in itself. This belief is a matter not only of confidence in the protocol’s technical soundness but also faith in the future prospects of the community of people and organizations that maintain and use it. Like all forms of finance, but in a far more explicit and active fashion, decentralized finance is a “rhetorical fabrication” held together by myth, romance, and narrative.20 New products, services, and investments must be relentlessly championed, publicly shored up in moments of doubt (BTFD, or “buy the fucking dip”; HODL, or “hold on for dear life”), and zealously defended against competitors, skeptics, and, above all, regulators.

Crypto advocates express broad contempt for the institutions of central banking and the monetary elites who staff them. It is not irrelevant that the bitcoin white paper—the first to articulate the cryptographic method by which the movements of every bitcoin are logged into a public ledger—was published on October 31, 2008, barely a month after the spectacular bankruptcy of Lehman Brothers. Bitcoin’s software, released by the pseudonymous “Satoshi Nakamoto” in January 2009, theoretically enables people to safely engage in direct and unmediated transactions without the need for individual trust or institutional scaffolding.21 They can bypass private banks and thus also the public system (of central banks) that backs them up in the last resort. At least, that is the idea. Even though bitcoin mining can be done on any computer, in practice mining pools rapidly became remarkably concentrated.22

The rise of cryptocurrencies fed on market populism. It was born of the desire to upset the existing monetary order by denouncing fiat money as nothing but a political fiction—which it is, albeit an exceptionally long-standing and time-tested fiction.23 But it also mobilized the power of the social substrate to replace that settlement with its own, no less political, vision. As Stefan Eich puts it, “cryptocurrencies are part of a struggle over the political status of money in an age of financialization.”24 Casting doubt on the stability of the US dollar was a constitutional move for Bitcoin, expressed in the original white paper. Since then the pummeling of official currencies and central banks has been relentless, with prominent crypto coin holders stoking panic on social media at every economic jolt. This is not simply a matter of principled commitment, of course. Their fortunes depend on it.

The cultural work being done to popularize the token economy manifests as yet another metamorphosis of the volatile fusion of anarchism, libertarianism, and formal organization that has sustained the tech industry since its inception. In 2013, then nineteen-year-old Vitalik Buterin, a Russian Canadian programmer, argued that practical applications of Bitcoin’s blockchain technology could extend far beyond the design of a new currency (though he himself quickly unveiled a digital currency for Ethereum apps, Ether, or ETH). He thought it could power decentralized, user-governed organizations of all kinds.25 The idea took a life of its own. Chains, tokens, and communities multiplied, spreading ideas about the tyranny of all centralized powers and the inalienable sovereignty of individuals acting in and through the market to govern their own lives and accumulate assets.26 In this celebration of self-sufficiency and spontaneous order, token promoters appealed to political sensibilities on both the left and right. On the one hand, decentralized forms of social coordination and governance revived the fantasy of the self-sufficient commune. We see it, for instance, in talk of “decentralized autonomous organizations” that are supposedly run by the mass of token holders according to some fixed protocol enforced by its own code.27 On the other hand, decentralization also has a clear elective affinity with the bunker mentality of the Far Right, seemingly offering protection against the risks of demotion, deplatforming, and repression by the state and its corporate intermediaries.28

Underneath the ritualistic defense of the little guy—now flattered as a protean creator—against the power of the state and the corporation, the built-in power of the largest miners and most important developers always threatens to turn these grassroots utopias into communities that are dominated by a small group of stakeholders. Since the point is to create an unfalsifiable and anonymous ledger of transactions, its champions resist any action that might tamper with it—especially one that threatens the distribution and initial allocation of property rights.29 They also seem determined to ignore the old Durkheimian insight that, no matter how carefully specified, contracts cannot enforce themselves. It is easier to avoid the implications of this fact when a relatively small number of people are, in fact, running the show.



Banking on Speculation

By mid-2023, the market-tracking service CoinMarketCap listed about twenty-five thousand cryptocurrencies traded across more than six hundred exchanges. Of these, the largest by a long shot were Bitcoin and Ethereum, which between them made up about 60 percent of the market. Both the estimated total market capitalization and product share fluctuate a great deal. Over the years, the market has repeatedly suffered scandals and huge crashes, with the big coins at times losing up to three-fourths of their value and smaller but still significant offerings being wiped out. When these markets rise, the excitement and buzz is palpable and relentlessly amplified. When they fall—or when entire exchanges disappear overnight, as with the FTX debacle—reaction swings from despair at the scale of losses, to relentless efforts by evangelists to rally support, to grim satisfaction from those who have maintained all along that the whole thing is a nonsensical scam.

For some commentators, the present wave of speculation is more than just a familiar convulsion of a market gone wild. Mark Andrejevic argues, for example, that the universalization of predictive capacity has primed the “full range of social and political life” for speculative activity.30 Similarly—though the specifics of their arguments vary—Laura Bear, Michel Feher, and Aris Komporous-Athanasiou all see speculation writ large as the episteme of our time.31 It seems to be the natural condition of an economy dominated by increasingly global, increasingly rapid, and increasingly open circuits of capital.

Despite being built on the idea of immediately auditable, transparent, and verifiable transactions, cryptofinance seems like a bubble constantly at risk of bursting, or a vehicle for sometimes organizationally complex but always conceptually familiar swindles.32 The history of finance is littered with episodes of money mania, blind panics, and spectacular scams.33 The most interesting cases are ones in which financial instruments that initially seemed exotic, dangerous, or absurd became properly integrated into the financial system. Could crypto be like this? The development of option pricing and its associated market offers a comparatively recent example of the typical sequence at work: First, generate excitement—and skepticism—about something new. Then, float upward on the bubble as it expands. In the process, lobby the authorities to recognize and perhaps regulate the resulting activity so that it can become a legitimate form of trading rather than a species of gambling.34 The most distinctive claim of cryptofinance is that it will be able to stabilize and institutionalize itself, to reach the point of ubiquity, legitimacy, and availability, without that last and usually necessary step of becoming integrated into a financial system ultimately overseen by the state and central banks.35

In its present form, cryptofinance rests on three main processes. First, artificial scarcity is maintained through the mathematics of cryptography. Second, a vision of automated self-governance and value is propelled by networked media. And third, the growth that comes from popularity is fueled by the power of leverage through debt. Financial engineering enables the built-in restriction of supply. This is visible right across the spectrum of crypto, from Bitcoin’s intrinsic coin limit, to exclusive tokens tied to membership in decentralized autonomous organizations, to the ex nihilo creation of crypto-native assets such as blockchain entries for digital objects (or NFTs). The hopeful logic here is that “the math [will secure] the economy, which in turn [will motivate] people to use the math.”36 As speculative investments in socially constructed objects of value go, there seems to be something reassuring about the idea that the coins or tokens are built on a complex chain of publicly visible computation. Cryptography, say its advocates, does not lie. It is, after all, a kind of mathematics, the language of reality itself, and thus has an existence far more deeply rooted than mere social assertion. In the words of Wikipedia founder (and occasional crypto critic) Jimmy Wales, “you can’t ban blockchain. It’s math.”37

Mathematics is essential to finance, but is also just the beginning of it. Though founded on calculation, financial markets are moved by something much less pure. Speculation depends on sociality—on rumor, conjecture, and, above all, on the erratic movement of crowds. It runs on stories shared by people willing to part with their money or move it to one place rather than another. All monies and all assets require a “community of shared belief to ‘work,’ to exist as something recognizable as money.”38 In the case of crypto, there are no tangible items being exchanged beyond a very special sort of ledger entry and the shared belief that it is valuable. In the absence of any underlying “fundamentals” to constrain market movements, cryptocurrencies and crypto assets are especially dependent on the availability of cheap money, and on the self-validating energy and collective dynamics of “social avalanches.”39 The processes at work are as old as finance itself.

In practice, the abstractions of distributed ledgers and cryptographic methods must reenter the world socially. Channels of communication range from highly specialized, organized advertising campaigns all the way to more diffuse streams of talk, buzz, and excitement. Crypto subcultures have proliferated, whipped up into a state of febrile excitement by low borrowing costs and through means and methods familiar from any wave of speculative activity.40 The point of each crypto project is to attract a steady flow of curious people who might be willing to open their wallets. Thus, a community of faith must be assembled. Prophetic names, unique purposes, remarkable designs, and esoteric rituals—all backed by advertising cash—give coins special meaning. Participants are glued together by economic fate, by the moral imperative to hold on to their assets, and by “practical affirmations of worth” that they hope will “bootstrap” the coin’s economic value.41 Gifts, once again the most basic and powerful means of establishing a relationship, help maintain confidence and periodically rekindle the special nature of the bond between issuer and holder. For instance, believers who have been present since the beginning may receive additional coins, rights, or derivative products. NFT vendors tried to generate demand by giving tokens away for free, a practice known as “airdropping.”42 Advocates with outsize influence exhort the faithless to join and call upon their followers to muster round-the-clock reactivity. In the case of people like Elon Musk, for instance, these are millions of literal followers on social media. Endorsement by the occasional “whale” (a person or entity with a high stake) appears like a powerful vindication. Members are rewarded with feelings of both belonging and exclusivity, with fantasies of ownership or decentralized governance, and perhaps with the ability to further leverage themselves into ever more stratospheric regions of crypto-native “value.” New territories proliferate in virtual universes that new fiat assets claim to rule.43

Despite their name, cryptographic coins and exchange in NFTs are not the end of financialization’s layering process. Markets can continue to expand both horizontally and vertically. Multiple coins of various types and with various properties (such as their alleged stability or ease of convertibility to dollars) proliferate in one dimension, leading to familiar-looking diversification and arbitrage markets. Meanwhile, and notwithstanding their nominally nonfungible status, tokens can themselves become objects of fractionalized ownership and futures speculation.

This entire world arose—and, for now, continues to exist—in a self-referential network where transactions in crypto are almost all transactions for other crypto assets. The question is whether the connection with state regulation will be made by any path other than criminal prosecutions on a case-by-case basis for securities fraud and outright larceny.44 The crypto protocol, like other “codes of capital” before it, seeks to create value by classifying digital tokens as wealth-generating assets.45 But willing tokens into existence is not enough to guarantee their institutionalization and the protections that come with it. The conspicuous enrollment of celebrities can generate excitement about a speculative investment in an otherwise opaque financial product. Making a cryptocurrency redeemable for anything besides ransom notes and other versions of itself is a different matter.

While the birth and early growth of crypto finance was motivated by a loud rejection of state-based finance, further development without the support of the state seems like an impossible task. We have seen this on both ends of crypto finance. Demands for regulatory oversight (and thus legitimation) have become more pressing. As people’s money becomes increasingly tied up with crypto assets—and as naive investors are repeatedly ripped off on a small scale, or entire parts of the market collapse on a large scale—pressure for institutional protections have grown. A 2022 investor lawsuit against the crypto platform Coinbase argued that tokens are similar to securities, and the platform should therefore be regulated in a manner analogous to traditional securities. It was tossed out, but in 2023 the US Securities and Exchange Commission sued both Coinbase and another crypto platform, Binance, for operating an unlicensed securities exchange (a claim Binance’s leadership had gleefully cheered in internal email communications).46 Investors and intermediaries have come to realize that the fate of digital tokens depends, ultimately, on their backing by some legitimate political entity that can offer legal protection. In Katharina Pistor’s terms, the legal code must act as a backstop for the digital one.

So far, most governments have been cagey when not simply hostile. Some have deployed cryptocurrencies in a hazardous gamble to attract foreign speculators or mitigate the effects of national inflation, with very poor results. In 2021, the government of El Salvador made Bitcoin legal tender alongside the US dollar. This was a risky move and it immediately backfired. Meanwhile, facing hard sanctions from the United States, along with hyperinflation, Venezuela has pushed hard to institutionalize the “petro” as a national token backed by natural resources, primarily oil. In war-torn Ukraine, blockchain-based alternatives to a nonfunctional banking system were used in fundraising efforts to support both the country’s defense against the Russian invasion and the emigration of displaced citizens. But all of these moves spring from various kinds of desperation, and in places where the state itself is under pressure as a viable entity. Where this kind of urgency is not necessary, the struggle over the future of money and finance takes the shape of a well-funded political movement, advancing its interests through advertising, advocacy, and lobbying in national and state legislatures. In the United States, crypto platforms and their venture capital backers have targeted politicians for favorable rules and tax incentives in the hope of charting a viable path for crypto activities.47 For all the talk of autonomy, self-auditing, and freedom from the dead hand of regulation, leading advocates know that their survival depends on integration within some preferably weak but definitely legal regime that would leave their capital gains more or less intact.

A populist rhetoric of revolution is still deployed when required. In a keynote speech at the 2022 Bitcoin Conference, venture capitalist and PayPal founder Peter Thiel brought the showdown over the soul of finance to a dramatic high. As a performance, the speech has the air of a religious revival led by a not particularly expert pastor. Painting himself, a billionaire in his mid-fifties, as the leader of a “revolutionary youth movement,” Thiel throws a couple of one-hundred-dollar bills to an adoring crowd (“crappy fiat money.… I thought you guys were supposed to be bitcoin maximalists.… It’s kind of crazy that this stuff still works”) before launching into a takedown of the crypto-skeptic “finance gerontocracy” that has dominated for the previous forty years. He dubs finance’s late and opportunistic embrace of environmental, social, and governance goals a “hate factory” designed, much like “the Chinese Communist Party,” to “name enemies” and undermine the (energy hungry) development of the crypto industry.48

This sort of thing is only necessary because cryptocurrencies have failed to prove themselves, even as a technology. Bitcoin is terribly slow at verifying transactions and consumes huge amounts of energy.49 Boring old payment systems have been successfully digitized and are integrated with ordinary economic life in many countries, carrying a comparatively enormous volume of transactions far faster and at a fraction of the cost of crypto alternatives. The main technological advantage of the blockchain, its encryption, does not require any kind of privatization. States and the European Union are considering their own digital currencies. Meanwhile the crypto market itself is riddled with scams. Its most high-profile champions have a habit of getting indicted, or of hitting the Eject button just before things go bad for the masses. It turned out that, a month before his barn-burning speech at the 2022 Bitcoin Conference, Thiel’s Founders Fund had disposed of almost all of its Bitcoin holdings, just in time to avoid the crash that arrived in May of that year.50

The wave of crypto speculation expresses and reveals the dream of hyperliquid capital. This is the fantasy of a “hyperfinancialized” economy where everything is “poised to become an asset class for speculative investment” that may be circulated everywhere, instantaneously.51 Its promise, unfulfilled but perennially enticing, is that the whole infrastructure of the internet could be turned into a ledger that is also a casino. In that space, all physical and digital things, including the most mundane and ephemeral items, may be linked to a tokenized receipt or property title, now understood as a tradable asset of its own. Every organization would be able to create securities by putting the data it produces on the blockchain. Everyone could collateralize their own sliced-up, digitized, or digital life, literally turning their own person into an object of financial investment and thus speculation. Just as early web evangelists dressed up in clunky versions of their imagined cyberpunk future, crypto enthusiasts have tried to enact their dream as a kind of stunt. In the midst of the COVID-19 pandemic, a twenty-three-year-old Frenchman named Alex Mesmaj tokenized himself, selling digital certificates to a share of his future earnings, and used the proceeds to—what else?—fund a move to the San Francisco Bay Area. To be fully consistent, he perhaps should have moved to Miami instead, or San Salvador.52

Absurdities like this should not obscure the fact that the energy and resources deployed to realize this future have been enormous. The forces unleashed by the blockchain and its attendant contractual instruments—the combination of technological innovation, economic greed, and political animus—are unlikely to prevail in the form envisioned by their most vocal promoters.53 But the philosophy that animates them is deep rooted and resilient. Most recently, its advocates have turned away from decentralizing finance and toward a new target: decentralizing society. Securitizing the soul by way of stable digital identities is the next step in the substrate-making process. Who are you, deep down? And can you prove it?







▲ 6 ▼
The Road to Selfdom



The idea of modernity has long been seen as having two contending aspects. On one side, the side of social organization, is the domain of rationalization and control. This is the modernity of bureaucracy, science, technology, and planning. It is the technocratic, Saint-Simonian vision of a society run on rational principles and devoted to the elevation of humanity in the abstract. Here the administrative task of modern organizations is to know and manage their subjects. On the other side, the side of the individual, is the domain of experience and expression. This is the modernity of the Romantics, of the full and authentic realization of the self and all its powers. Here the existential task of modern individuals is to know and create themselves.

Utopian or emancipatory tendencies in social theory seek to have both of these dimensions at once. In his analysis of this tension, the political theorist Marshall Berman names “the politics of authenticity” as “a dream of an ideal community in which individuality will not be subsumed and sacrificed, but fully developed and expressed.” In Berman’s telling, this broadly romantic politics became submerged from the middle of the nineteenth to the middle of the twentieth century. It was covered over by arguments where “radicals and their opponents [both] identified the capitalist economy and the liberal state with ‘individualism’ and equated radical aims with a ‘collectivism’ that negated individuality.” It was the “cultural explosion” of the 1960s, Berman asserts, that forced the idea of individual authenticity back to the center of politics. The New Left brought radicalism “back to its romantic roots.”1 Its visionaries wanted the benefits of a decentralized and differentiated division of labor, but without the administrative caging, stultifying overspecialization, or market instrumentality that came with life under capitalism. New technologies would transform society into a kind of anarchically cooperative and productive network. But, as it turned out, it was the Right, and especially the Libertarian Right, that ended up most effectively capitalizing on these ideas. It sought something like the same thing, but from the other side. It insisted that it wanted individual freedom and authenticity, too, but by way of a coordinating framework through which people could be identified and rewarded without limit if they deserved. New technologies would instead enable an exuberant, individually oriented market populism. In Chapter 5 we saw how networked technology and expressive individualism were harnessed by the likes of the brokerage firm Robinhood to support and supercharge new forms of digitally mediated financial effervescence. We now turn to how these same forces are reorganizing political life.

At its core, an ordinal society is about individuals. Organizations are compelled to engage in data-driven learning about individual people, abstracting that knowledge to sort them into classification situations, creating the eigencapital that individuals benefit from across institutions. How do these institutional tendencies intersect with long-standing debates about individual flourishing, the role of knowledge in society, and the shape of political life? In Chapter 1 we saw something of how these disputes played out as the World Wide Web emerged. In this chapter we show how the ordinal society is predicated on the maturation of a distinctive conception of the individual. We shall argue that a resurgent politics of authenticity, understood as the public assertion of a distinctive form of personal sovereignty, can be seen in three key arenas. The first is in the changing character of privacy; here a combination of mandatory authentication and presumed public visibility empowers a self that is sovereign but not private. The second is in the sphere of institutionalized expertise; here presumptions of official bad faith and the availability of information to individuals empowers a self that is its own source of research and expertise. And the third is in the world of the public sphere; here the valorization of differentiated, authentic identities, on the one hand, and algorithmically mobilized masses, on the other, empowers a self that is emotionally alert but resists conventional mechanisms for generating social solidarity.


Authenticated Exposure

We can begin with disputes over the meaning of privacy. The expressive impulse of romantic modernity is that persons should be truly themselves. The administrative demand of high modernity is that they should be properly identifiable. These first-person and third-person perspectives on the lives of individuals are, in fact, deeply connected. The politics of authenticity is entwined with the politics of authentication.

The most familiar manifestation of the idea of privacy is defensive. People should be protected against invasive efforts to collect data about them. Critics beginning from this premise see digital capitalism as fundamentally antiliberal in nature. They point to the technology sector’s general disregard for privacy and its manipulative interference with the formation and pursuit of people’s goals and desires. We have already seen this line of analysis in Shoshana Zuboff’s critique of the “instrumentarian power” of “surveillance capitalism,” for instance, and more broadly it appears in debates about privacy law.2 Generally speaking, in these accounts privacy is seen as both an inherent individual right and a substantive good to be preserved and defended. In addition to the argument’s own merits, there is substantial public support for this approach. When given the chance to voice their opinion in surveys, people say they care about privacy. If the default is to not be tracked, and being tracked is a matter of opting in through some deliberate choice, people will typically not choose to do so. (Although the tendency to simply accept the default option is something that is true of choice making generally.) The difficulty arises less with the general notion of a valued right to privacy and more in the details of what people think this entails. The substantive content of privacy has changed over time, and attitudes have coevolved with technological innovations. Privacy is very much a moving target.3

The principal reason it moves is that while, at its upper limit, existing and being recognized in the eyes of others is a kind of narcissism, at its lower bound it is an essential feature of being a person. To be in society is to be visible to others, to be recognized as such, and to see others visible to you.4 As technologies of visibility change, so too do the baseline conditions of social existence and participation. Erving Goffman’s dramaturgical analogy naturally suggests itself. Society is a kind of theater. Online society is no different, and indeed may be all the more theatrical because the representation of oneself—in whatever virtual form—is selected and directed from behind the camera. Like any other social setting, it is a place of interaction and self-crafting, with its own commonsense, social rules, blind spots, set dressing, and stagecraft. These familiar processes are mediated by or inextricably intertwined with whatever technologies enhance them. Because surveillance is now everywhere, people are generally aware—and are educated to be aware—that they will always be visible to some degree. Most people do not choose to disappear off the grid. Instead they end up living with the reality of their more or less transparent lives. The careful management of one’s own visibility to others—for instance by selectively sharing one’s location or allowing private posts to be seen—is an opportunity to unflatten the free-for-all of digital ties and organize one’s social life into varying levels of closeness and trust. Sometimes visibility can be a direct benefit to oneself, as surveillance is turned into a source of private information about, say, one’s own health and fitness.5 This typically has some sort of social component, too, as people are encouraged to share their activities or progress with friends. A very few people turn the performance of themselves into a small business as they seek attention from and influence over others. For most, though, the ability to opt out of surveillance is constrained by the desire to participate, to be where social life is happening, even if their desire to be monitored is not that strong. The absence of privacy is expected, disliked, and tolerated—all the more since corporations, too, carefully design interfaces to cultivate a sense of ignorance or helplessness.6

From the earliest studies of online identity, the possibilities opened up by new modes of interaction, coupled with the persistence of the ordinary business of self-presentation, invited sharply negative judgments. These assessments tended to become more ambivalent over the long term. Critics asked whether new modes of online interaction made social life more active, self-conscious, and freeing, or whether they instead produced a world that was more coerced, artificial, and disciplined. Scholarly accounts hedged their bets.7 Empirical studies tended to fall back to detailed accounts of technology in use, describing complex assemblages of people and devices.

If there has been a real and significant shift, it has been in the degree to which components of individual identity and self-sameness are now portable across institutional settings.8 These portable units are what Gilles Deleuze called “dividuals,” the data-based avatars of individual identity that can be distributed across systems of control. The spread of “dividual units” of identity is significant because anonymity and personal freedom are related both psychologically and organizationally. At its absolute limit, anonymity is a sort of hermetic oblivion: you exist, but you are not in any way visible to others. In a less stringent manner, forms of “public anonymity” provide a kind of participatory freedom. These are more properly thought of as some form of pseudonymity. Named identities exist and persist over time and in public, maybe to a spectacular degree, but it is difficult to connect this public identity to any specific person or people behind it.

A further step away from perfect anonymity and robust pseudonymity brings us to what might be called “interstitial liberty.” Here it is not that people are truly anonymous but that the information available about them is sparse, fragmentary, or hard to gather. Interstitial liberty arises from failures of design or from technical limits on the logistical capacity of organizations to keep track of people. This sort of freedom bubbles up out of the cracks between organizations that will not or cannot efficiently talk to one another. Much more common in the past, it is the freedom to move far away and completely start over without being followed by one’s background. Negatively, it is the freedom created by records stored on old computers in outdated file formats that are impossible to search or cross-reference; or the freedom that flows from there being no “permanent record” of your existence that is accurate, comprehensive, and accessible. As surveillance systems consolidate and become more pervasive, the mesh of the digital network becomes finer and this kind of liberty tends to disappear. The possibility of anonymity comes to depend instead on the deliberate development of systems and procedures explicitly designed to ensure it. Interstitial liberty dries up as the gaps between systems are closed. Aspirations to recover something like it can be seen in the effort to create some sort of “right to be forgotten.”

What are the consequences for the self? The shift from a world of interstitial liberty to one of relatively easy identifiability, and then subsequently to one of obligatory authentication, tends to displace the playful freedoms and pleasures of “decentered identity” that early computer users found so enjoyable about “life on the screen.”9

More than any other company, Facebook successfully reframed the web as a space where real people ought to present themselves as themselves. Against competitors such as MySpace, it seemed to be the more genuine platform. It vowed to fight against the less trustworthy and more dangerous world of anonymous or pseudonymous identities. Facebook tried hard to make people use their real names and encouraged them to document and report on their lives for the benefit of their friends, and then their friends’ friends. In doing so it deliberately connected a person’s online presence with their offline world, especially for the overwhelming majority of people who did not already have any sort of “web presence” to begin with. It grew outward from the top, beginning with the most exclusive institutions of American higher education.10 It was, after all, born at Harvard University as a student-only database of personal profile pages. (This was after its very earliest incarnation as a means to rate the physical attractiveness of women students.) This seemed quite mundane to people who had spent their high school years building public résumés and who were getting comfortable with their social status as Harvard products.11 TheFacebook, as it was called, looked like nothing more significant than the school’s freshman register, except for the fact that it sat on the network. This connective power, combined with the real people in the database, turned it into a force of its own and a focus of collective attention.

Safely enclosed within the university’s network, Facebook’s narrative of personal authenticity was both enjoyable and not restricted to hopeless computer nerds. As Charlie Cheever, a Harvard alumnus, recalled in an interview with Alexis Madrigal, “ ‘That was really the first time that people ever made an account with their real name on it.’ … Before TheFacebook, ‘pretty much everything was like “Username: mds416.” It was considered unsafe to use your real name. Cybervillains would come to your house and kidnap you.”12 Madrigal concludes: “TheFacebook borrowed some of the intimacy of the college environment to make this fairly radical step away from privacy feel safe.”13 As the network grew and other digital intermediaries established themselves, people were socialized into the blurring of public / private boundaries and the “context collapse” characteristic of online environments.14 Newly arriving students were born into it. A certain kind of transparency became the norm, even if it was not always wholly “authentic.” Rather, like any social setting, joking, ironic distance, role-play, playfulness, and cynicism coexisted with more heartfelt uses of the emerging platform.

From the point of view of institutions, questions of identification and authenticity present themselves as problems of control. Access must be managed, populations governed, and conduct regulated. Our methods for verification have evolved over time, just like our concepts of privacy. Elaborate but conceptually simple practices of spying, eavesdropping, or testimonials gave way first to special documents, hard-to-counterfeit objects or obligatory registration systems, and then, in turn, to electronic tags, indelible or unforgeable biometric markers, which in some futuristic versions can be exchanged for some privately issued crypto tokens.15 This trajectory, certainly in its most recent developments, may make it seem as though the sphere of control is expanding inexorably. In 2023 many solicitations for authentication—a camera to stare at, a finger to press on a surface, an ID card to pull out of a wallet, a login name and password—are still visible and intentional. But others are much more insidious. The “electronic eye,” in particular, appears increasingly inescapable, totalizing, and intimate. The voice or face “catchers” work unobtrusively in the background, embedded in the physical environment.16 They are barely noticed, if at all.

Their impulse toward sociability notwithstanding, people do push back against being constantly seen and recognized.17 Technological advances toward forced transparency and mandatory authentication tend to provoke their own countermovements. Strategies for evasion vary. Collective strategies go from mobilizing to secure databases, to banning sensors from public spaces, to destroying materials and records. Individual strategies rely on encryption, multiple identities, avoidance, sabotage by way of false or misleading information, or calculated efforts at disappearance.18 Though these methods may be successful, a world with a high baseline of visibility makes them ipso facto suspicious. Why would someone work so hard to evade scrutiny if they did not have something illicit to hide? For individuals, privacy threatens to become not the preservation of interstitial liberty but rather the accumulation of secrets, and secrets are associated with stigma.19 Meanwhile, for organizations, and especially the state, almost the opposite process takes place. Led by the development first of “official secrets” in government, and subsequently “trade secrets” in business, legitimate forms of organizational secrecy continuously expand, whether in the name of national security, market competition, or simply the need for “confidentiality.”20

Secrets eventually get spilled. People get doxed. Sensitive records get hacked. At its worst, what Bernard Harcourt calls the “expository society” revolves around a distinctive kind of power.21 This is the capacity to not only surveil and manipulate but also to be a voyeur, to incriminate, expose, even blackmail. As David Lyon puts it, “not only being watched but watching itself has become a way of life.”22 As has, arguably, watching oneself being watched.

In one of the most famous passages of Being and Nothingness, “The Look,” Jean-Paul Sartre describes the peculiar vulnerability that develops when someone goes from seeing (being a self with a perspective on the world) to being seen (having to confront the perspective of another on one’s self). He illustrates it with the example of a voyeur peeping through a keyhole who suddenly finds himself caught by someone watching him. The look of the other is always unnerving, Sartre argues, not only because we fleetingly recognize ourselves in it through our imagination of their judgment of us but also because we don’t. We can always step back, challenge our perception of others’ perceptions of ourselves, or explain them away—but we don’t know what these perceptions really are. Others have the distinctive power of making us feel judged in ways we cannot fully control. Social life is all about the dread that accompanies our awareness that we can never access what the other sees. We can only guess.23

Increasingly, machines direct the process. “The look” hardens and gains facticity through the incremental buildup of the personal data archive, on the one hand, and the expansive reach of digital networks, on the other. In the world of “networked privacy,” exposure must be assumed: a criminal or eviction record available online, a deleted tweet resurrected by screenshot, an old photo scanned and recirculated, a confidential memorandum copied, a face automatically recognized, a bit of video sent to a group chat, a categorization that opens or closes some opportunities, an online threat flagged.24 Many of the things people ordinarily do are incriminating in principle under some law or other, or are simply embarrassing under some allegedly normative standard, especially since standards may evolve over time or sometimes change very rapidly.25 The potentially compromising bits of information are of interest to many parties. On the one hand are representatives of officialdom in various forms: the police; insurance companies; employers; property owners and managers, and so on. Their interest is in things that are criminal or at least against the rules in some strong sense. But on the other we also have prospective, current, or former romantic partners; college admission officers; social connections; a rubbernecking general public, all looking for clues, gossip, or shame. Here we shade over into the world of community chatter about what is new and scandalous, a perennial topic of interest and also grist for the mill of informal social control. In the end, nearly everyone has a case to prove, an axe to grind, or a nose to poke. The outrageous or outlandish acts people perform to drive up online statuses, comments, likes, and views may come back to bite them, sometimes in tragic ways. The drill artists studied by Forrest Stuart face the contradictory risks that their online performances of violence will be both doubted as fake posturing by rivals and treated as solid evidence of authentic behavior by prosecutors. Or, similarly, the young people interviewed by Alice Marwick enjoy their social media platforms while also being aware that “our networks are only as safe as our chattiest contact.”26

The combination of technology and idle curiosity has naturally fueled opportunistic stunts that exploit people’s vulnerabilities and possibly create new ones.27 Even without a person being the target of extortion scams or the object of deliberately organized harassment, the experience of unwanted exposure can be vicious. Under these circumstances we can better understand why one of the early legal frameworks to curb the power of Web 2.0, first recognized in France and then institutionalized in the European Union in the mid-2010s, was about the right of persons to be forgotten online—that is, to have incriminating information removed from web searches.28 But cultural and economic pressures in favor of authenticity and authentication are just as strong, and they are backed by more powerful interests. Google resisted the European rules, arguing that the public has a right to know and that a public record is, after all, public. The rules do not apply to data collected outside the European Union. And, in any event, information is never deleted—just obscured. The personal archive keeps growing, ready to be called upon if there is sufficient reason. States have an interest in this data just as much as firms.

In principle, a world without secrets might mean the social effect of any one piece of information reaching the public consciousness would dwindle toward insignificance. Since revelations are both eagerly awaited and increasingly unremarkable, everyone may feel compelled or authorized to reveal more anyway. Personal exposure might thus become a banal event, whether it happens by force or by choice. After all, exposures now disappear from view quickly, drowned in the incessant rush of the parallel exposure of others and the continual movement of information flows. Perhaps they are reclaimed as a shareable experience, creating new solidarities. Everything becomes an opportunity to “come out.”29 In a positive reading of the tendency to fuse authenticity and authentication, a world without secrets—and overflowing with so much information—may foster indifference, a blasé attitude toward social practices, situations, and identities. It might thus be more flexible, open, and in some sense more free.

This seems naive. More to the point, it confuses the perspective of the viewer with that of the victim. While viewers move on to the next bit of exposure, victims are left with whatever wreckage remains. The sheer scale of potential exposures makes them so destructive that their ephemerality is irrelevant. It is of little comfort to the exposed that the world will quickly move on to find another victim tomorrow. Even worse, the design of search and social media make it almost impossible to stop cascades of gleeful sharing and judgment. Rather, it is designed to facilitate and amplify them. A large, loosely connected network of users combined with an absence of choke points and pernicious economic incentives makes it easy to propagate storms of abuse, laughter, or derision. Anger, indignation, and rage are the fuel of social media, or even of the media tout court. And that, in turn, helps support shadier economies where money and influence can be acquired either by the threat of kompromat or the actual destruction and repair of reputations—an old business, revamped for the digital age.30

In addition to the problems that come from having authentic secrets revealed, there are the problems associated with exposures based on some text, image, or clip that seems authentic but is not. The success of large language models in producing fluent text on demand, together with similarly rapid advances in generating images, sound, and (most recently) video from prompts, has opened up new horizons in the world of plagiarism, fakery, personation, and fraudulent representation of people. What previously required a substantial amount of time and skill can now be done rapidly, at scale, and to an increasingly high standard. The diffusion of these tools produces a corresponding demand for authenticity and veridiction from both sides. Evaluators demand to know if a submitted essay was really written by the student. An image or document circulates publicly but may or may not be authentic. People victimized by deepfakes look for legal means to prosecute their harassers, or technical methods to prove footage was manufactured.

The first step on the road to selfdom, then, is a test of personal authenticity. In the ordinal society, you must be identifiable and auditable. This demand can be imposed from above, but it is also something that people may demand be done on their behalf. Verification is both formal and informal. It is carried out first and most obviously by the state and other large organizations, but in the end the network makes everyone a potential witness. While privacy remains valued, its practical availability is increasingly ambiguous. The default orientation of most market-oriented systems is toward a kind of latent or ambient public presence that encourages sharing and always carries with it the potential for exposure. People can search for and find you; the main question is whether doing so is worth it. Exposure is correspondingly easy; the main question is whether you can plausibly show whether what has been revealed is authentic or not.



The Searching Disposition

As we saw at right at the beginning of the argument, the dream of the World Wide Web was about the accessibility, diffusion, and democratization of knowledge. Something like this vision of universal, interconnected learning has long been central to radical, romantic, or at least “antisystemic” critiques of education and science. In the 1960s and 1970s, to pick one example from many, the Catholic sociologist Ivan Illich argued that society needed to be “deschooled.” By this he meant that the functions of education and training needed to be deinstitutionalized and the cultivation of knowledge returned to a loosely connected network of people cooperatively solving problems. He thought people should discover and learn things together in the context of immediate tasks at hand. To this end he imagined “learning webs,” something like a bulletin board or knowledge-matching system for a whole society:


The user would identify himself by name and address and describe the activity for which he sought a peer. A computer would send him back the names and addresses of all those who had inserted the same description.… In its most rudimentary form, communication between client and computer could be established by return mail. In big cities typewriter terminals could provide instantaneous responses. The only way to retrieve a name and address from the computer would be to list an activity for which a peer was sought. People using the system would become known only to their potential peers.… A publicly supported peer-match network might be the only way to guarantee the right of free assembly and to train people in the exercise of this most fundamental civic activity.31



Illich’s critique of educational institutions has many features familiar to sociologists—particularly his insistence that much of the organizational scaffolding and formalized procedure surrounding education is an edifice of ritual extraneous to, and more or less decoupled from, the actual business of learning and doing things. For Illich, “deschooling” was about flattening and decentralizing the domain of knowledge. This was not just practical good sense—that is, a matter of more effectively bringing relevant knowledge to where it needed to be applied—but also a kind of social freedom enjoyed by people working and living their lives together, which he called “conviviality.”

Utopian as such a vision might be, patches of it really do exist. Consider the case of higher-level education and scientific expertise. In this world, bureaucratic gatekeeping and market-driven licensing are, of course, everywhere, from admissions offices to journal paywalls. Nevertheless, the decentralized, network-driven, and freely “rhizomatic” character of scholarly communication is far more prevalent than one might expect. The logic of the gift also persists far more tenaciously than it has any right to, in everything from the illicit availability of journal articles to the thriving, open infrastructure of software that underpins huge tracts of research. Access to this network of knowledge and knowledge makers is restricted in many ways. But once an entrée is obtained, the mass of relatively open, connectable material (and people) is breathtakingly large. A radical observer like Illich demands to know why these benefits should not be available to everyone.

Some of the pressure in this direction has caught expert authorities off guard. For example, in the context of the university, much attention is focused on matters of unequal access to higher education, the sharp inequalities of the academic labor market, and the proliferation of administrative proceduralism. With these problems as their target, critics reasonably consider themselves on the side of truly open, substantive inquiry, perhaps advocating for it under the labels critical thinking or academic freedom more broadly. Their enemies are those who would eliminate faculty autonomy and transform universities into skill-based training centers directly responsive to the alleged needs of the economy. As real as these trends are, this stance tends to miss the degree to which the substantive authority of experts has also been displaced in a way that depends less on broadly “neoliberal” trends eroding university life and more on the increasingly distributed and relatively open world of knowledge.

Established scholars see their expertise as grounded by their training and the substantive knowledge they possess. The validity of that knowledge is cemented by and signaled through their affiliation with institutions of learning that, in effect, rent their expert reputations. This can lead to a kind of complacency. Romantic and antisystemic critics have always emphasized the emancipatory character of the structural changes that would accompany the transition to some new mode of social organization, be it postcapitalist or postbureaucratic. In the specific case of a radically democratized future for knowledge distribution, the content of that knowledge, and the associated consequences for critics such as themselves, was easy to take for granted. A lack of attention to that content can be thought of as an understandable necessity given the difficulty or impossibility of writing “recipes for the cook-shops of the future,” as Marxists have long been fond of noting. Alternatively, those preferring an analysis and critique of institutionalized complexes of power / knowledge might tend, in a broadly Foucauldian vein, toward radical skepticism about the very possibility of expert knowledge in the first place, or the chances of escaping that nexus at all. But for the more earnest sort of social critic, the prospect of emancipation from the constraints of the present knowledge system can easily carry with it the idea that people will eventually come around to having correct views on things—which is to say, the critic’s views on things. There might also be some expectation that an appropriate degree of credit ought to accrue to those who have held these correct views the longest. While this characterization is a caricature, recent strong shifts in popular opinion in several issue areas have been based in part on a sharp rejection of expert consensus. This has exposed the uneasy tension between advocating for the democratization of knowledge, on the one hand, while retaining the expectation that people ought to listen to expert authorities, on the other. When it comes, for example, to questions of climate change, public health, or constitutional government, it is striking just how many critics of the architecture of contemporary knowledge systems have realized they are also rather more committed to the importance of credentialed, institutionalized expertise than they might previously have imagined.

Like Illich, Marshall McLuhan was a popular theorist in the 1960s and 1970s, who is now rather out of fashion. He, too, drew a direct connection between the “electronic environment” and “the end of monopolies of knowledge” in a lecture delivered in 1970: “With the end of secrecy … there can no longer be a monopoly of knowledge in learning, in education, or in power.”32 Although McLuhan was writing for the age of television, in retrospect his picture of things accords better with our present than his own. McLuhan’s media landscape was dominated by a relatively tiny number of gatekeepers. Authoritative broadcasters periodically spoke live to a national audience all watching at the same moment. From time to time they drew on a fairly fixed stable of experts. That world is long gone. Now, knowledge never settles. It is provisory and conflicted, a dynamic, gushing, never-ending flow of data and updates.33 Its distribution is fragmented and disaggregated. Not only are there fewer institutions doing the work of cultural integration—the way national broadcasters may once have been chartered to—but the production and distribution of knowledge is actively dismembered into small islands connected by more lateral flows.

To the extent that a shared or collective focus is a real phenomenon, it is by way of diffusion across media platforms. E-commerce platforms claim to intermediate the plentiful offerings and demands of the consumer, so that people can better find what they need or want. Likewise, the providers of commercial search engines and social media platforms may argue that they curate the distribution of information so that people can better find what interests them. But their purpose is not to distribute knowledge or even to convey news. It is to sell advertising.34 Platforms mediate information in order to find customers. “The algorithm knows best” really just indicates “the market knows best.”35 Again, the point is not that the knowledge environment that characterized the age of mass media was uniformly superior in its effects or more principled in its foundations. Contemporary critics of those systems exposed their shortcomings at the time, as did pioneering empirical studies of the actual consumption and diffusion of news and knowledge more generally. Intellectuals decried the superficiality of mainstream broadcast and print media, denounced its dependence on the advertising industry, and protested their own exclusion.36 But what came later has tended to undermine their position even more.

The pessimistic version of this phenomenon is familiar. To begin with, the supposed “marketplace of ideas” that followed the deregulation of print and broadcast media simply handed the megaphone to the wealthiest players.37 But material resources are only part of the story. The “division of learning” (that is, the extreme power asymmetries that structure the production and use of information) had as its corollary the increasing personalization of knowledge.38 This worked a deeper transformation. Digital technologies accelerated a process of elite displacement by replacing editorial gatekeepers and their chosen experts with aggregation rules decided by coders and developers.39 It is these rules that now organize how knowledge is to be made publicly legible.40 The average person must search the network of available material to generate an output that meets their expectations, as interpreted through the same vectoral and ordinalizing technologies we described in the context of consumer marketing and audience segmentation. In the process, the notion of a preexisting hierarchy of knowledge is displaced in favor of the ability of the network to generate a more precisely “relevant” answer, whether as a page of links or a summary paragraph of text.

When bad information propagates through search engines or media platforms, firms that make it their business to deliver relevant content fall back on an ostensibly laissez-faire attitude. They insist they are not (yet) liable for the content they produce. They are loath to tell the public what to trust. They warn that having platforms arbitrate truth claims is a dangerous move.41 Less explicitly, they benefit financially from the ebb and flow of attention. They cannot of course escape it entirely. They find themselves hip-deep in the endless business of moderating and directing the gigantic flood of ever-renewing and often bad content. They are drawn into the task of rating webpages for quality, controlling bots, and removing the most offensive material. But much escapes scrutiny or does not seem to warrant it until after the content has already spread. The result is that the knowledge and information people have easy access to tends to be distributed according to popularity, market power, and estimated relevance to the individual—or, rather, that the mode of distribution is what now tends to count as knowledge. The very notion of epistemic authority has changed. There has been a shift in “the sense by which we take our bearings in the world.”42 In the process, the older knowledge monopolies of the media, professions, and sciences have taken an epistemic beating.43

This is the second step on the road to selfdom. When it comes to developing their beliefs and finding evidence to support them, people cultivate a “searching disposition” to explore the web of information available to them.44 The authority of experts to dispense answers is increasingly outflanked and undermined by this disposition. Meanwhile, the obligation to search is both a kind of responsibility (this is the right way to get the information you need) and a necessity (it’s not as if anyone else is there to look it up for you). In these circumstances it is understandable that critics—generally experts whose role and authority has been displaced—have been horrified at the outcomes. They emphasize the disastrous consequences of life in a “posttruth” world rife with echo chambers and empowering those who seek to exploit them. In such circumstances it is not so much that some benign common ground becomes hard to achieve but rather that the very idea of broad collective agreement about consensus reality threatens to become illegitimate. These changes in the sourcing and diffusion of information and ideas tend to exacerbate political polarization too. As search has become increasingly tied to advertising, and thus to knowing the user more intimately, it has in effect become more responsive to its knowledge of the searcher. The ability to produce results relevant to the wishes—and preferences—of users is not an intrinsically bad thing; doing so is what made modern search engines so effective in their early days. But the shift toward personalization, guided by the appetite to advertise, has happened while maintaining the original image of direct engagement with a collective or general stock of knowledge.

Francesca Tripodi has described how people approach search engines as truth finders designed to help them sift and sort the web’s plentiful offerings into the believable and the deceptive.45 As people do their research, they might even feel like good citizens doing their due diligence. After all, they are forming an opinion for themselves through a process of fact gathering and reflection. The difficulty is that the beliefs they bring to the search process itself, embedded in the vocabulary they use to consult the search engine, together with their whole search history, may yield results that conform to their already well-structured world. Moreover, beyond search the sophistication of “clickbait” continues to improve as platform owners learn what sorts of content produces the most engagement. The web is not a giant encyclopedia. Everyone participates in the making of its knowledge and reinforces its structure through the use they make of it. Rather than being a method for sifting and selecting on the basis of a general view of accuracy or truth, search becomes a system that learns to be relevant to particular types of users as they seek answers to the questions they have formulated.

We could simply stop here, having elaborated on these very real problems with this new order of knowledge, decrying the tendency toward polarization and posttruth personalization that the searching disposition tends to produce. But these same tendencies—specificity, relevance, participation, and engagement—are quite general.46 They have greatly benefited the sciences and the professions too. The new knowledge regime is not some sort of rot that has taken hold among one group only. It is an epistemic order that has repositioned everyone. The fact is that experts themselves constantly cultivate, benefit from, and indeed enjoy the same searching disposition that they may worry is corrupting the less well informed. The character of scholarship and expert knowledge in general has been transformed in recent decades. It is far too easy to take for granted the massive, pervasive benefits of a connected global network of knowledge products and producers, traversable and accessible in real time. In the late 1990s, as the benefits of Google’s model of search were becoming clear, an early meme invited people to consider “1950s Google.” It was a picture postcard addressed to “Mountain View, CA, USA” with a space to write your query and a polite note asking you to wait four to six weeks for a reply.

To pick an illustration not entirely at random, by the early days of the COVID-19 pandemic a social scientist who wanted to understand the global behavioral response to lockdowns could sit at their kitchen counter and produce an analysis of what daily driving, walking, and transit patterns looked like in a thousand cities across the world over the previous six months. The data was condensed from pocket computers used by billions of people, drawing on positioning data from an orbiting family of what were once secret military satellites. A few million rows of it could be pulled down in a moment, courtesy of a national computer network originally designed by the government to be disaggregated and robust enough to survive a nuclear war. It could be processed using software originally written and supported by academics in their spare time, because they were convinced that sophisticated tools should be available to everyone for free—as if any of that were a reasonable thing to be able to do while stuck at home.

By the same token, the general capacity to search and quickly find good answers to highly particular questions has expanded beyond all recognition, whether one is asking about Python code or a medieval codex.47 The same goes for the potential for making specialized connections or collaborative links in almost any field of research or creative activity. The impulse to search comes first and delivers benefits fast. Again, the gifts of the Maussian bargain persist to an astonishing degree, as semiorganized sociable sharing in a latently public space. A searching disposition is not simply the desire to look for and accept the first thing that confirms one’s prejudices; it is also the tendency to search and connect across a network of knowledge without constraint, and to justifiably expect a reasonable degree of success. This disposition is embedded in the working lives of experts and scholars of all stripes. For all its problems, if you asked subject-matter experts whether they would go back to a predigital, prenetworked world of scholarship—one where the costs of search and connection in terms of time, money, usefulness, accuracy, and scope were to return to what they had been even as late as the early 1990s, the answer would overwhelmingly be “absolutely not.”

The key point is the downward movement of these activities toward the individual, augmented by some device that connects to the world. Today everyone can, in their own mind, produce knowledge or “do research.” Everyone can be their own expert. Everyone should be. Indeed, in a way everyone must be. Disintermediation means removing barriers and middle layers. It opens up parts of the world to direct contact, making them more amenable to investigation and action. But it also means that many activities or tasks tend to become less the purview of a specialist and more something people are expected to do for themselves with the assistance of some piece of technology. The phenomenon is quite general. Making a connection on the telephone once required an operator, a job long since eliminated by switched exchanges. Preparing correspondence was a job for the typing pool, but now even elite executives type their own emails. Finding a hotel required a travel agent, but now we simply search for one online. That last sort of activity is the most important and all-encompassing one. So many routine tasks involve finding things: a place to stay, and the way to get there; a book or article; a good or service; a piece of information. The expectation is that we will do it ourselves.

The proximity of networked and, increasingly, synthetic knowledge has transformed the way we approach the world—not only politically but also culturally. Search has become second nature. Soon, interrogating artificial agents will be too. That does not mean everyone will do it well, nor that the knowledge delivered by search engines or chatbots relieves people of the burdens of judgment and reflection. But much the same was true of newspapers, radio, and television. What it does mean, just as it did in the earlier regime, is that everyone is oriented to these activities. For better or for worse, it is through their arbitration that small and large conflicts are settled. They provide a technical framework and cultural script for how to be a member of society. Their moral valence is high. You must search.48 It is a skill one ought to cultivate, a kind of civic expectation, even a species of professional responsibility—and one that pertains specifically to individuals. The irony is that the combination of personalization and auto-generated content has severely undermined the quality of search results, once the crown jewel of a service like Google, right at the time the searching disposition has properly taken hold. Crucially, as we saw in Chapter 5, the devices that enable all of this agency are not, in themselves, things we can easily break open and tinker with. Two forces pull in opposite directions: user agency is enabled, and required, in the sense that more and more powerful devices become increasingly personal and a searching disposition is the basic means of using them to navigate the world of knowledge and expertise. But the devices that make this possible themselves tend to become increasingly sealed off, opaque, and deficient.



The Self-Organization Man

The third step on the road to selfdom is a consequence of technologies of classification and self-classification. The ability, and subsequently the requirement, to locate oneself in a fine-grained way in particular classification situations affects the perception of one’s own identity and of the space or landscape of identities in general. In the older era of mass politics and society, the effective analysis of social classification and its political dilemmas tended to come in two forms. For those who were named and recognized by broad social categories, the danger was that one’s individuality might be subsumed by and dissolved into the crowd. The best-selling classics of mid-twentieth-century sociology repeatedly focused on the various forms of alienation or anomie associated with “man’s” search for meaning and community in society.49 The second kind of analysis, meanwhile, was the one that followed from not being recognized fully, or at all, and explored what it meant to be classified as less than a full person. The more radical critiques of the twentieth-century social order examined these marked or subaltern categories and types, often with a focus on the relationship between classification as an external social process, on the one hand, and the first-person consequences for experience and identity, on the other. We see this in W. E. B. Du Bois’s naming and discussion of double consciousness, for instance, or in the painful self-awareness of a thinker like Frantz Fanon.50

In ordinal societies, by contrast, the flow of eigencapital into classification situations and the affordances of connective technologies yields a distinctive politics of self-location. Group-level categories and their intersections proliferate. Some classification situations may provide a basis for identity formation. The dilemma faced by the “authentic self” under such a system is not so much a matter of asserting one’s identity in the face of some anonymous mass or of resisting subsumption by some overly broad social category. Rather, one is expected to explicitly locate oneself within a universe of highly differentiated, externalized, socially recognized categories. Aspects of experience, especially those that relate to the experience of oppression, become elements of identities that ought to be expressed, settled upon, and flagged. More generally, the redistribution of both status (in terms of “recognition”) and resources along lines of social difference comes to be understood as a critical aspect of the quest for justice.51 A distinctive form of microlegitimacy emerges from speaking as a member of some precisely defined category, while keeping the views of those who cannot claim membership at bay.

In this landscape, politics is about finding the right level of group aggregation. It is a little like conceptual debates in social theory about how many categories of social class there are. There is a constant downward pressure to disaggregate to the level of each unique individual. Classification situations are specific and typically not associated with identity categories. At the limit, the categories built up out of the fit between eigencapital and market opportunities may be strange or initially unrecognizable in terms of conventional social groups. Insofar as shared, socially recognizable groupings do emerge, they will tend to be very fine-grained, perhaps almost absurdly so from the perspective of “ordinary” social categories.

These combined pressures severely exacerbate the tendency of any democratic movement to subdivide into ever smaller grouplets. As we have argued, social classification and ranking is always moralized, tangled in a phenomenology of authenticity (for nominal classifications) and desert (for ordinal ones). A mode of social organization oriented to the precise classification of individuals not only provides grist for the mills of moral judgment but also allows those mills to grind exceedingly small. If these classifications can be mobilized through technology, this, in turn, provides efficient points of attack for those wishing to deliberately drive wedges between potential political allies.52 The inexhaustible nuance of classification situations pushes right down to individuals, obscuring the central need of any kind of broad-based political movement to bracket the myriad particularities of its membership for the sake of a broader sense of belonging. The characteristic modes of failure here are, first, direct fragmentation into smaller and often ephemeral groups; second, the emergence of an internal hierarchy of classes based on some inevitably moralized criterion of authenticity or worthiness; and, third, the dogmatic assertion of some single dimension of identity as the only one that is truly real or politically relevant, with everything else relegated to some secondary status.

If the tendency to form “groups without people,” or at least without many people, manifests most prominently on the Left, its most striking right-wing counterpart might be the tendency to reduce social categories to atomized mass politics or “people without groups.” The best way to avoid the splintering of groups is for there to be only one group—the nation, usually—with leaders who not only embody and express its spirit but commune directly with their base, on social media. But this kind of populism is hard to sustain because, for the Right as much as the Left, the downward pressure in an ordinal society is fundamentally individualizing. So, in the most extreme cases, the current of political engagement runs entirely backward. Emotions are generated and tested online. People are amassed around issues and positions whose salience is inferred through social media: a strong response is reason enough to raise a topic’s importance and further promote its visibility. Economic payoffs come through ad sales, as usual. But a populist movement organized this way, around and through social media, may also benefits at the ballot box.53

Populism is not native to the digital society, but the latter’s characteristically flat, hyperreactive, and teeming knowledge economy certainly stimulates reactionary impulses, born out of opportunism and distrust.54 In the rewiring of democratic politics by the tech industry, the citizen endowed with rights and a voice is valorized primarily as a potent object of market intervention. The agora overwhelms the polis. It is up to the individual to skillfully navigate the flood-tide of content.

There is a sort of elective affinity between the deployment of the ordinal society and the elevation of a radical, entrepreneurial kind of individualism in popular and sometimes scientific culture. A particularly relevant illustration, which extends a long line of neoliberal writings made for a mass public, is James Dale Davidson and William Rees-Mogg’s The Sovereign Individual. Originally published in 1997, this book bore the subtitle How to Survive and Thrive during the Collapse of the Welfare State. It was reissued a few years later with the same title but a new subtitle, Mastering the Transition to the Information Age. The interchangeability of the subtitles gives a good indication of the substance of the argument. Davidson is an American investment adviser and writer. Rees-Mogg was a high-profile British Tory; at various stages of his life he was editor of the London Times, chairman of the British Arts Council, and a member of the BBC board of governors. The book is an account of large-scale social change, past and future. History, the authors argue, is driven by “megapolitical transformations”—that is, by shifts in the economic and political organization of society.55 They see their present moment as on the edge of one such transformation, thanks to the information revolution. Though its content was very much individualist and right-wing, The Sovereign Individual’s argumentative form was somewhat Marxian in the sense that it posited emerging productive forces being repeatedly fettered by entrenched but outdated political and economic institutions. Just as the medieval fiefdoms and manors had inhibited the development of industrial capitalism, so too large capitalist corporations and the nation state were now blocking the emergence of the information-driven political order of the future.

The pendulum was about to swing back to the individual, however—or, rather, to a particular kind of individual. The key point about the emergence of the “sovereign individual” is that not everyone will be one. Instead a “cognitive elite” ambitious and able enough to lead the information revolution will reclaim the monopoly rents presently held by the state. These are the digital capitalists who will use technology to make production capital-intensive rather than labor-intensive, ending once and for all the exploitation of capital by labor and fatally undermining the political constituency for the state’s provision of welfare. As for the sort of people who lack the talent to make a difference, the authors shed no tears: “New survival strategies for persons of lower intelligence will evolve, involving greater concentration on development of leisure skills, sports abilities, and crime, as well as service to the growing numbers of Sovereign Individuals as income inequality within jurisdictions rises.”56 Much like the leftist romantics, Davidson and Rees-Mogg believe the revolution in information technology means production will disaggregate, delocalize, and devolve. The required physical scale of production will fall sharply with advances in digitization. Its operations will become more physically mobile. But this does not imply any sort of convivial post-Fordist utopia. Rather, we shall see the triumph of individual initiative and intelligence in a fully decentralized market with an absolutely minimal institutional infrastructure. Politics itself will also be transformed. The sort of mass democracy that characterized the twentieth century will give way to the “commercial sovereignty” of sovereign individuals who can negotiate their own tax treaties and their own access to public goods. The mobility of capital (and its individual owners) entails that if some jurisdiction fails to offer favorable terms to sovereign individuals, they will simply move elsewhere.

In its elitist and selective way, this vision is emancipatory in the sense that it sees individual talent under the present social order as highly constrained by the threat of coercion and violence, and of course repeatedly bled by the state and its tax collection and welfare-provision schemes. Echoing the likes of Ayn Rand, the idea is that talented individuals have for too long been stifled by the power of parasitic governments, expressed most recently in the egalitarianism of mass democracy. Now, at last, information technology will allow people to shake off their fetters, devolving sovereignty from states down to individuals—at least, sufficiently entrepreneurial and clever individuals. We can think of this sovereign individual as a “self-organization man,” a sort of robustly active, definitely still very masculine alternative to the bland, lost, and enervated organization men of the 1950s.

The main thing in the way is the institution of money. This newly made world would need some means of exchange that enabled people to engage reliably in entrepreneurial transactions, but that circumvented the state and its monetary apparatus. If there could be some sort of denationalized cybermoney, Davidson and Rees-Mogg argued, some dependable private means of payment that would make transactions more difficult to regulate, then power would in effect be transferred from the sovereign state to the sovereign individual. Like all prognosticators, the authors were understandably short on details about how exactly this would be accomplished. But they were confident it would be. In this respect their anticipation of where things were going was quite striking.

As it happens, one of the people who came across The Sovereign Individual—and who came to see it as one of the most influential books they ever read—was a young Stanford University undergraduate turned entrepreneur named Peter Thiel. Of all the class of Web 2.0 billionaires, it is Thiel who most clearly and explicitly drew out and, at least to his own satisfaction, resolved the individualist dilemmas of information technology and the state. In his preface to the second edition of The Sovereign Individual, Thiel explicitly frames the core problem as a struggle between the individualism of liberty in democratic politics, on the one hand, and the individualism of freedom in the competitive market, on the other. For him, the only solution is not some sort of reconciliation between politics and the market, but simply a straightforward victory for the latter.

A vision of the future is not an analysis of how society actually works, let alone an accurate forecast of what is going to happen. Considered as political theory, Thiel’s views have an all-encompassing character that most commentators would not be inclined to take all that seriously were it not for the fact that the person holding them is very rich indeed and has a strong taste for political intervention. Whether they are points of condensation for ideas already floating around in the ether, or proper originators of new theories which they attempt to enact, the influence of “practical men” and their particular visions of the world can be substantial. We have argued that, beginning with the general push for personalization, the overall tendency is toward a conception of the pure individual incorporating authenticity through authentication, personally validated expertise through search and broadcast, and, ultimately, the replacement of individual liberty within a polity by pure sovereignty within the market.

Again, movement in this direction is not some inevitable historical process. Nor is the individualist elitism of Peter Thiel any sort of necessary avatar of it. Still, insofar as it actually exists as a social form, it was assembled out of pieces made available by the development of the web since the late 1990s. In each case, the process was driven by delight, convenience, and a growing demand for authenticity in identification. Individuation reduced friction in a way that people enjoyed—when it worked. Targeted advertisements remain the subject of jokes, but accurate and relevant search results became accepted as a natural fact of life. Indeed, it is the tension between them that now seems strange, as recent experiments with search technologies have degraded their performance. Direct and immediate relevance is how people want things to work, whether for search or any other service. The tendency is thus to make things more and more granular, at least to the level of the individual, and perhaps even beyond when it comes to individual roles in different places and times. This produces a particular model of privacy, as each individual lives within their own world while being assisted by a service or a device that claims to know exactly who they are. Social pressures toward joint participation are reduced, as everyone gets an experience tailored to themselves alone. At the same time, with some exceptions, there is less and less anonymity with respect to the system as a whole.

Other forces have supported this increasingly tight link between participation and verification. For instance, Facebook implemented a policy of authentication for anyone who wants to place an ad in response to the 2018 public furor over ad-sponsored disinformation campaigns. In 2009 Twitter unveiled a system to verify the authenticity of “public interest” user accounts. It had a somewhat haphazard character. The criteria for becoming “verified” were always rather ad hoc, and processing applications became a chronic problem for the company. But this only served to make clear that a more consistent approach would be both much more useful and much trickier to get right.57 After Elon Musk acquired the platform in 2022 the company began simply selling the verification mark, which missed the point of the practice entirely and only caused more problems.

While Twitter’s shambolic trajectory is a high-profile and somewhat farcical example, the issue is quite general, and serious. The push for seamless and fully reliable verification and authentication is steady. Most recently, the largest platforms have begun implementing passkey-based successors to earlier password-based methods of access to services of all kinds. We can anticipate that demands for authentication will multiply for other reasons too. For instance, the diffusion of easy-to-use tools that allow people to generate text, images, code, or other outputs on demand put the relationship between authentication and participation under increased pressure in all kinds of ways, from telling whether someone “really” did the work they present as their own to establishing whether the person one is having an online conversation with is who they say they are or is even a person at all.

In each case, the authentic, empowered, and rigorously verified individual is at the core of the process. Since the first dot-com boom of the late 1990s, new technologies have repeatedly been pitched as the means of self-realization and reward through the market. It is the market that encourages and enables authentic self-expression; it is the market that eliminates bureaucratic hierarchies, be they governmental or corporate; it is the market that does away with needless managerial regulation; and it is the market that unseats undeserving, rent-seeking elites. Every fetter on personal freedom and every barrier to economic success is to be transcended by the power of technology to enable relations of exchange in their purest form. This is Marx’s vision of postcapitalist utopia filtered through a YouTube channel and—explicitly, in Thiel’s case—restricted to the talented few. The promise is not just a perfect individualization of exchange and its rewards but, at the limit and echoing Marx once more, the withering away of the state itself, at least with respect to its control of money.

For its advocates, the road to selfdom is a sketch of historical development and a plan for the future. Its core elements are thought to be immanent in the technological developments that have driven online social organization since the 1990s, and especially in the past decade. One part grand vision, one part shared sensibility, and one part real methods, it has the ingredients for social organization. That is, it offers a basis for personal identity, a cultural model of the source of authority, and at least some means for coordinating both in practice. Meanwhile, though, the nation-state has been doing all of these things for a long time. It is unlikely to be simply swept away. What challenges does an ordinal society present to the state, and to the state’s relationship to its citizens?







▲ 7 ▼
Ordinal Citizenship



People are created equal. Talents and virtues should be recognized and rewarded. A society should value the right sort of things. Modern conceptions of citizenship articulate and elaborate the practical consequences of ideas such as these. A core assumption of respectable social theory is that people are intrinsically equal in their personhood, though not necessarily in their talents. Individual citizenship is supposed to be one of the chief institutional guarantors of that equality. At the same time, huge inequalities in “outcomes” are easily observed. These inequalities might be understood and explained in terms of the functioning, whether benign or malign, of some overall social system. Or they might be taken to be simply the direct consequence of accumulated individual choices. Either way, justice tends to be conceived as a matter of mitigating whatever inequalities have arisen between individuals for bad reasons. This requires either adjusting how the system works, or making sure individuals who have suffered unfair outcomes are compensated to some degree.

In a different era, explaining and justifying the varied fates of individuals within society might have involved appealing to the will of God, or Providence, or some other external force. In the absence of such reason-givers, contemporary societies must face this challenge more directly, both in practice and in theory. Social-scientific research carefully documents inequalities—again, mostly conceived of as differences between nominally equal persons—in order to better critique or justify the status quo.1 In politics, the resulting demands for remediation are carried on in terms of the idea of “social citizenship.” As an idea, social citizenship posits nominally equal individuals as rights holders within a society that is systematically structured, rationally understandable, and practically governable. As a research enterprise, it entails the investigation of unfair inequalities among people in society. As a policy program, the remediation of these inequalities was an animating force in the domestic expansion of the state in the twentieth century. The institutionalization of social rights and their associated entitlement programs expressed the conviction that access to “the life of a civilized being” (to use T. H. Marshall’s now quaint phrase) should not depend on wealth alone.2 There is no question that the process of remediation was variously incomplete, inconsistent, and often stigmatizing. Still, the expansion of social citizenship did a great deal to mitigate the effects of sheer economic inequality in people’s lives. The reliable provision of education, health care, housing, and social insurance became the government’s main task. In return, the provision of a social safety net strengthened the claims of the state to demand sacrifices (such as military service) and duties (such as the payment of taxes) from the newly constituted citizenry.

Despite the widespread implementation of this bargain, social rights have remained conceptually suspect. Unlike civil and political rights, socioeconomic rights have had a tortuous relationship with liberal political theory. Liberalism’s emphasis on contractual relations, possessive individualism, and negative freedoms left little room for anything but residual forms of solidarity.3 For defenders of social citizenship as an idea, freedom would mean nothing if it boiled down to the freedom to live a wretched, inhuman life. Human autonomy was the capacity to act as a full member of one’s society, and to participate in its politics. Thus, the argument went, social rights were essential to the concrete, practical achievement of that ideal.4 Opponents insisted that such programs always amounted to an effort to impose a particular conception of the good on everyone, regardless of their preferences. This amounted to a kind of unjustifiable intervention to adjust the consequences of decisions and exchanges people had freely made, however detrimental.

As long as the state was taken to be the primary provider of social rights, the demands of individualist contractualism and inclusive solidarity seemed irreconcilable. But this assumption has gradually eroded. The politics of solidarity have shifted away from distributive justice and toward recognition and identity.5 Consequently, the vocabulary of “citizenship” has escaped the confines of the state and diffused into many other economic and cultural domains. As before, the general demand is for the equal ability to participate in those activities that are essential to one’s existence as a person in society. But what is and is not essential? On this question, liberal thought remains uncomfortable. One excuse for this awkwardness is that any universal or a priori definition of “the life of a civilized being” might force liberalism to confront its long history of exclusion.6 A more palatable reason, harking back to the welfare debates of the 1970s, is that liberal theory should not concern itself with the problem of ends at all. Let people—via their collective struggles or private pursuits—define for themselves what is essential in their own lives. In this framework, the state’s role is not to organize people’s goals but to ensure that the market serves them well.

Today the language of citizenship is found across an increasingly wide range of institutions. Its scope has expanded but also thinned out. Rights claims have diversified as new freedoms are asserted or discovered.7 Prefixes have multiplied accordingly: citizenship must be disaggregated into its economic, medical, biological, cultural, ecological and sexual dimensions, among others. Grassroots organizations, international financial institutions, central banks, and hedge funds advocate for “financial citizenship” as an aspect of social justice and a rational strategy for economic growth. Likewise, internet evangelists, education specialists, and tech companies have pitched the economic, political, and social benefits of online access, of bridging the “digital divide,” as an essential component of citizenship in the information age. In spite of countless failures, the aspiration is relentless.8

In previous chapters we discussed how digital technologies have massively expanded and diversified the possibilities for sorting people into categories. We also showed that, in the technologists’ political imaginary, the ideal members of an ordinal society are authentic, self-propelled, self-sovereign individuals who go about their business in a way that leaves measurable digital traces in their wake. What sort of citizens are these people? The original conception and extension of social rights thrived on a solidaristic foundation within a particular societal community. In effect it meant “the nation,” however narrowly defined. By contrast, “ordinal citizenship” is a form of social inclusion that depends on the universal and precise measurement of imprecise ideals of intrinsic equality, personal merit, and social value.


The Problem of Equality

People are created equal. Casual observation suggests that, in terms of living conditions and material well-being, nothing could be less obviously true. To think clearly about how the response to this problem might be changing, it is useful to apprehend it “genealogically,” by looking back at earlier inclusionary episodes that sought to mitigate deeply entrenched forms of social disadvantage.9 Contemporary extensions of digitally based rights are presented as a liberal benefit that will help people help themselves. In a similar way, the extension of social rights in the late nineteenth and early twentieth centuries once affirmed that all lives should be guaranteed “a modicum of economic welfare and security.” In particular, the expansion of educational opportunities supported the notion that everyone should have “the right to share to the full in the social heritage” of their country, in the words of T. H. Marshall.10

As Marshall himself was quick to point out, however, this institutional transformation also had a profound effect on the social structure. New rights created new divisions. Citizens were divided according to their ability to thrive in the new order. Following World War II, empirical studies by sociologists confirmed the point over and over again. First, those who relied on social services for their modicum of welfare suffered “psychological class discrimination.”11 Presumed to be lacking in intelligence, work-oriented values, or grit (the precise diagnosis and its label varied), they were treated as a morally inferior group. The administration of benefits was subjected to enhanced surveillance and coupled to work requirements.12 Second, and by the same logic, the expansion of the right to an education also created a new axis of stratification. Daniel Bell wrote about “the codification of a new social order based, in principle, on the priority of educated talent.”13 Randall Collins warned of the advent of a “credential society.”14

It soon became clear that, despite the shift in the basis of social status, these changes benefited the existing elite much more than the common mass. Education was both an effective social ladder and a conduit for the recycling of old inequalities across groups. In the United States, James Coleman concluded in 1966 that public schools were ineffective in reducing racial achievement gaps. In France, Pierre Bourdieu named a new form of capital, “cultural capital,” through which the educated tended to reproduce themselves. In the newly expanded education system, it was the children of the bourgeoisie (as it was then called) who were being awarded the bulk of the new degrees and the better grades. Not only that, they also disproportionately earned the degrees that would lead to jobs that paid the most.15 Rather than disappearing, economic and social differences were legitimated via the morally impeccable seal of a college diploma. Marshall had anticipated all of this when he characterized the fundamental dilemma of liberalism: “The right of the citizen in this process of selection and mobility is the right to equality of opportunity. Its aim is to eliminate hereditary privilege. In essence it is the equal right to display and develop differences, or inequalities; the equal right to be recognised as unequal.”16 Something like this diagnosis was repeatedly made. No one was as biting in his analysis of the new order as British sociologist and Labour Party intellectual Michael Young. In a satire published in 1958, he coined the term “meritocracy” and described its consequences as a cruel liberal fantasy. No matter how deep and how detailed the quantification of merit might become, Young predicted, those who dominated the game would be in a position to hoard resources, would come to concentrate political power, and would end up insisting that the excluded only had themselves to blame for their failures. In a substantially later revision, written toward the end of his life, Young blasted the sense of entitlement that a meritocratic system produced and predicted a populist revolt against it, born out of resentment.17 Today the verdict of sociologists on meritocracy is more widely shared than ever. In the United States, especially, data on stalled intergenerational mobility or widening health gaps between income groups show that the country’s social escalators no longer work.18 Credential inflation is a well-recognized problem as many jobs demand a level of educational qualification decoupled from any strictly skill-based prerequisites for tasks. Tales of social closure, moral bankruptcy, and unfair advantage fill podcast discussions, newspaper columns, and bookshelves.19 Most recently, and bearing out the core of Young’s analysis, educational attainment has begun to displace income as the primary axis of political division in Europe and the United States.20

The inability of meritocratic institutions to deliver what Daniel Bell called “equality of result” has sparked two main reactions.21 The first is arguments for compensation due to historical disadvantage. These are institutionalized through programs for diversity and inclusion that identify people by their membership in underprivileged groups, such as underrepresented minorities, or first-generation and low-income students. (In the latter case, one’s class position is reconceptualized as a kind of personal identity, a sort of left-leaning version of individual grit.) While these arguments and their institutional realizations fit comfortably into an increasingly procedural, rule-governed work environment, they do not mesh as easily with ordinal technologies for sorting individuals. When adjustments for social disadvantage come into direct contact with ordinal technologies, conflict is almost guaranteed. Higher education, for instance, is full of examples of the “failed quantification” of race or social hardship, on the one hand, or the outright rejection of directly measuring performance through standardized tests, on the other.22

The second response has been to find new ways to measure what is valuable. If the old meritocracy has become moribund or easily gamed, perhaps a new one can replace it. Digital technologies allow for broader incorporation of people in economic or social terms while also expanding the possibilities for sorting and scoring them once they are incorporated. New metrics of merit have proliferated, from financial responsibility to social influence, from friendliness to punctuality, and from physical fitness to personal reliability. Organizations turn to building up and exploiting knowledge about their employees or clients in order to manage individual claims on resources and opportunities. Social inclusion goes beyond being nominally incorporated into these systems. One must then behave and perform according to their rules.



The Problem of Merit

People’s talents and virtues should be recognized and rewarded. But there are consistent and legitimate complaints that the game is rigged. The problem of merit is about how to fairly or objectively measure and assess people’s talent and reward their virtues. As we have just seen, this problem first presents itself within the reward structure of the education system. It extends to the assessment of merit among people out in the world, in both a negative way (e.g., in the realm of criminal justice) and a positive one (e.g., in the distribution of rewards in the economy). In an ordinal society, citizens should be assessed as individuals rather than as members of groups, and gauged not by their thoughts but by their actions. On its face, this seems an unlikely turn to make. Should we really expect interested parties to advocate for the objective, automated measurement of behavior, including their own? Notionally meritocratic institutions already tend to be captured by their elite members. What would those people have to gain from closer monitoring? By the same token, the failure of earlier schemes to protect marginalized and vulnerable citizens was, to critics, a feature rather than a bug. That is, the system worked to most people’s disadvantage by design. Under those circumstances, why would a new scheme arise?

The irony is that the rise of ordinal citizenship is, at least in part, an unintended consequence of the elaboration of social citizenship itself, particularly in its universalistic aspirations. David Lyon makes the point,


If government departments are to treat people equally, which is the starting point for the first of Marshall’s rights, and from which other rights follow, then those people must be individually identified. To exercise the right to vote, one’s name must appear on the electoral roll; to claim welfare benefits, personal details must be documented. Thus as Nicholas Abercrombie et al. insist, the individuation that treats people in their own right, rather than merely as members of families or communities, means “freedom from specific constraints but also greater opportunities for surveillance and control on the part of a centralized state.”23



The expansion of social rights turned out to have more than one cutting edge. It began with the struggle for substantive equality and the enlargement of positive freedoms for the individual, both with respect to the state and in the market. If the deployment of social citizenship increasingly brought the individual into view, individual pursuits were increasingly understood as matters of citizenship. The democratization of credit in postwar America, for instance, has many of the hallmarks of a hard-fought social right.24 The slower but still undeniable drive toward the individualization of risk in insurance has the same character.25 In both cases, as with more familiar demands for civil rights, people wanted to be seen and treated as individuals rather than merely as members of a class. But winning this right tended to come at the cost of control over how, and how much, one would be seen.

The shift from group category to individual behavior in the management of citizenship claims parallels a cultural movement in the discourse on citizenship, from status back to contract and from right back to privilege, which critics of neoliberalism have well documented.26 After the 1970s, the individualizing logic of the market increasingly became the model for making social institutions more efficient, just as it had been offered as a solution to economic demands for inclusion. However threadbare it was in practice, the social safety net was seen by conservative critics as an unjustifiable benefit that encouraged people to live off of the state. That was to change in the name of personal responsibility. The moral crusade that accompanied the “great risk shift” of the 1980s and 1990s forced people to become more self-reliant—and more exposed—in domains as varied as education, credit, and welfare.27 This shift also strengthened the conviction that success depends on grit and hard work, rather than on accidents of birth and broadly structural factors. Indeed, popular belief in self-reliance seems to have risen in step with income inequality, particularly among the working class in the Western world.28

But why did neoliberal citizenship become ordinalized? We should not underestimate the power of crisp, quantitative forms of valuation when considering the medium through which meritocratic ideas circulate. (After all, the original meritocratic ideal—which may not yet have been called that—developed in tandem with formal systems of evaluation, like school grades and standardized tests.)29 Numbers seem more trustworthy. They make it easier to deal with the messiness of politics and social competition.30 Indeed experimental evidence suggests that, relative to more narrative forms of valuation, scores or grades are more likely to be taken for granted, tend to reinforce the belief that people get what they deserve in life, and in general make people think better of the overall inequalities they observe.31 Whatever the precise cause, the scoring of individual persons appears both less contentious and fairer.

In practice, the business of measuring and scoring citizens is anything but natural. Even with the best intentions, it requires considerable effort to get any kind of system up and running. When seeking to make predictions about individuals rather than groups, the more data one has the better. This is especially true for systems designed to predict relatively rare occurrences, such as crimes. System designers and operators always want more data, perhaps especially when the method of analysis is unreliable. In practice, organizations meet this hunger in all kinds of ways, including by inconspicuous tracking, by repurposing data held for other reasons, by forcing subjects into tedious record keeping, and by data-sharing agreements and commercial exchanges across organizations. This need for data in bulk is the reason training datasets used for predictive policing in New York City included rather low-level crimes, such as drinking in public or loitering; why risk-scoring models for child abuse in Pennsylvania enrolled data from public assistance systems; why failure to attend an appointment with an Australian welfare agency resulted in the suspension of benefit payments; or why British local councils paid commercial data firms to provide insights about the populations in their care.32

These processes are not particularly fair, either. One of the arguments for individual-level scoring technologies is that they give marginalized people the possibility of enjoying the benefits of modern citizenship while also weakening the consequences of being seen as the wrong kind of person. Indeed, the most significant moves toward individual-level scoring in the housing and credit markets were argued for on just these grounds, often by activists looking to dismantle earlier systems of straightforward group-based discrimination. But in practice, the social consequences of these methods are much more ambivalent. It is poor people—and racialized minorities especially—who find themselves repeatedly trapped in what Issa Kohler-Hausmann calls “Misdemeanorland.” It is lower-income mothers who rely on public assistance to feed their children. It is foreign-born populations who are most likely to face difficulties meeting certain basic communicative or documentary expectations.33 Should we be surprised that ordinal prediction schemes find that they are riskier?34 By digging deeper into individual-level measures, by standardizing decision-making through increasingly detailed behavioral benchmarks, data collection ends up reconstituting, one tiny piece at a time, the ground truth of social structure.

It is not that the past was much better. Marshall saw modern citizenship as the outcome of a layered and gradually unfolding process of expanding rights, beginning with the development of civil rights from the eighteenth century onward, followed by political rights in the nineteenth century and social rights in the twentieth. But the expansion of citizenship was uneven and lopsided. States could always take away what they had given. New citizenship demands could be resisted, even in the face of strong social pressure. Or states might simply refuse to apply formally codified rights in practice.35 There were always categories of people who could not take their formal rights for granted, who had to press the legal system to be treated like everyone else to be given a fair chance—racial and sexual minorities, immigrants, or the disabled, among others.36 The second half of the twentieth century was less about defining new substantive rights and more about extending already enumerated rights to previously excluded groups or guaranteeing their implementation for poorly served populations. This is what Judith Shklar, writing about the United States, termed “the quest for inclusion.”37

The shift from codifying rights to equalizing them signaled the emergence of a more social-structural understanding of the pursuit and implications of citizenship, however. Enumerated rights are meaningless if institutions do not enforce them, or if they do not enforce them impartially.38 The demand for inclusion is, at a minimum, about the right to have one’s rights recognized and respected without selective privilege. The postwar elaboration of due process and antidiscrimination rules and policies comes out of that realization. Historically, the development of citizenship is often associated with the decline of criteria of gender, race, property, religion, ethnicity, caste, and more as core markers of the ability to vote, hold office, obtain insurance, credit, employment, get a higher education degree, use the internet, and so on. We have already suggested, the historical expansion of credit access in postwar America was justified as a benefit to marginalized groups.39 The same political rationale undergirds its expansion worldwide, to populations in poor countries.40

Antidiscrimination laws, like the ones applying to credit markets, required that people be judged behind a veil of ignorance that specifically masked categorical differences. Organizations wanting to deliver a credit or loan decision had to comply with this demand too. Individual scoring systems were the solution. They promised to disentangle people considered as decision-makers and action-takers from people defined by ascribed social statuses. But as an exhaustive empirical literature shows, and as we have been arguing, the idea of a purely individual assessment of merit—something fully extricated from the broader social structure by way of more and more data—is a mirage. To the extent that social situations and thus social behaviors differ reliably across demographic categories, scores rooted in behavioral data will continue to differ reliably across these same categories.41 Group-level differences that the law kicks out the door come back in through the window.

For instance, credit scores are built on top of detailed records about credit behavior: payments made, on time, on spending that did not exceed one’s credit limit. Scoring agencies use no demographic information when calculating them. The closest thing to a standard demographic variable in the process is length of credit history, which is a good proxy for age. Information about salary, job title, employer, employment history, and place of residence are also excluded from consideration. Interest rates on particular credit cards, child support obligations, and rental agreement obligations are out-of-bounds too. The result is a score that seems stripped of all categorical markers, a pure measure of past behavior predictive of future credit risk. All misleading and discriminatory labels based on categorical differences, occupational status, income, or wealth have been removed, leaving only the choices people have made with whatever money they had.

The few empirical studies that have worked with proprietary credit data in the United States show that, even so, racial differences in credit behavior remain large. At practically every level of income, nonwhite people are more likely to pay only the minimum on a credit card bill, to pay a late fee, and to exceed their credit limit than nonwhite people. This results in much lower credit scores on average, everything else being equal. The introduction of machine learning plausibly aggravates this situation. As Barbara Underwood put it more than four decades ago, “a nonracial predictor that correlates highly with race [in this case a credit score] has some of the effects of selection based explicitly on race.”42 If credit scores are racialized in this way, nonwhite people will face adverse consequences when these scoring methods are used out in the world, which is exactly what we observe.43

When a battery of legal rules and computing technologies prevents group characteristics from directly determining outcomes, why does their effect remain so stubbornly persistent? The naive answer is simply to see this gap as a well-measured but problematic group behavior. A better answer is that rationalized measurement systems (such as credit scoring) necessarily come up short.44 These methods cannot properly capture historical and present-day patterns of exclusion and exploitation that provide the raw material for people’s experiences and cultural formations. Scoring technologies appear to be especially well developed in places that have a history of legally enforced segregation, such as the United States and South Africa.45 In fact, we might turn the analytical logic on its head and argue that an observed gap between groups—an unexplained statistical “residual”—is in fact a measure of advantages or disadvantages that have been produced and reproduced over the very longue durée—a kind of Solow residual for social inequalities.46

In such circumstances, embracing a logic of ordinalization is therefore misleading, even dangerous, for two reasons. First, the tools of measurement replace structure with action. Everything that happens to people that might lead them, for example, to make or miss a credit card payment is coded just in terms of its outcome, recorded only as a behavior, and interpreted principally as an expression of the decision-making abilities and financial virtue of the individual consumer. The whole of social structure and circumstance is stuffed back into the channel labeled “individual choice.” Anything from being preyed upon by sketchy lenders to the good fortune of having a parent who will quietly pay a bill on your behalf is recorded, in effect, as a poor or wise decision by you personally. By appearing as records of prior actions, scores seem to imply that anyone who applies themselves can do well. Positions are interpreted in a moralized way—as the fair and competitive outcome of prior good or bad individual actions and decisions or, worse, as the product of some innate “character.” Everyone seems to get what they deserve. They ought to feel pride or shame accordingly.47

This is only partly a matter of the mechanics of data collection and the limits of what can be counted. Careful measurement and analysis is not impossible. Nor is it the case that experts are somehow too quick in their judgments or lazy in their assessments simply because their analysis is based on quantitative data. Indeed, and perhaps a little ironically, the dominant orientation of most quantitative social science in the wake of the “causal revolution” of the past two decades is now one of sharp skepticism at efforts to confidently state clear relationships of cause and effect. The bar is far higher than it used to be. Rather, the problem is with the practical application of analytical tools, and the tendency for interpretation to routinely outrun evidence. Efforts to compare and sort people, even just behaviorally, tend to produce assessments of moral desert and social desirability. Any priority order, any queue, any ranking system, tends to become imbued with value. Coupled with our ability to confidently tell stories about the categories we find in our data, the act of making some ordering ends up becoming, in Barry Schwartz’s phrase, an “order of moral demand.”48 This is especially clear in the domain of credit and debt, which—as Friedrich Nietzsche remarked—is one of the most potent sites for the social distribution of feelings of superiority, moral desert, shame, and guilt.49 The machinery of credit ratings and scores was built up to fairly assess merit on the basis of individual actions alone, rather than mere group membership. But in practice it became connected to the belief that scores represented the objective measurement of intrinsic character, and thus the conviction that the outcomes they determined were also well deserved.

What should the politics of ordinal citizenship be in conditions where history and social structure are rendered indistinct by the individualization of data and transformed into folktales of grit and hard work by the moralization of measurement? One solution, favored by policy advocates in general and economists in particular, is to educate the ordinal subject through literacy initiatives that teach people the “correct” behavior expected by scoring methods.50 Alternatively, and diametrically opposed to this individualist solution, is the ambition to “correct” the algorithms instead by removing their categorical biases. Each approach builds on the social-scientific obsession with “the distinction between just and functional inequalities and unjust or power and ascription-ridden ones,”51 just from opposite sides. While not without value, both may miss the deeper problem. Ordinal systems cannot really “adjust” or “correct” for an entire society and its past. These systems begin with a highly structured social world, they measure and score it at the level of individual behavior with the intention of making society go away, and then they face awkward problems when the original social facts reappear in the individual-level results. The repeated discovery and rediscovery of aspects of society writ large in the minutiae of data writ small produces reliably unproductive arguments. Properly evading these quagmires requires a more radical kind of politics, one which is vastly more challenging to implement than to insist upon.



The Problem of Value

When judging its citizens, a society should care about the right sort of things. The problem of value in an ordinal society is that the tools of ordinalization are always put to work in specific contexts. They are employed in the service of particular organizational objectives. In the market, and increasingly under the wing of the state, those objectives may not line up with what we might think of as personal merit or virtue in the ordinary sense of those words. In the context of market evaluations, in particular, this point is easy to miss. The language of markets—winners and losers, competition and striving, innovation and entrepreneurship—encourages us to think that success is substantively merited in some moral sense.52 But this is an illusion. Friedrich Hayek dismisses it quickly in The Constitution of Liberty—the market is not rewarding you, it is optimizing itself: “The fact is, of course, that we do not wish people to earn a maximum of merit but to achieve a maximum of usefulness at a minimum of pain and sacrifice and therefore a minimum of merit.”53

The data that powers evaluations of relative “merit” is put to use to optimize market value. We have seen in the previous section that, in ordinalized settings, what is measured is good behavior, not good intentions. But from the point of view of any particular market, what counts as good behavior is not a matter of morality at all. It is defined by what makes for a profitable sale. Poorly informed people may be the best customers. Weakness of the will may generate repeated sales. This is not simply a matter of there being “markets in vice,” whatever one’s conception of vice might be. It is also that a particular personal failing, some specific vulnerability, may be the most useful thing about you as far as the market is concerned. At its worst, this may mean evaluating someone’s likelihood of being tempted by a rotten deal, or their willingness to accept a low salary, their measurable tendency to be easily confused, the risk that they will leave their company, or the chance that they will become a burden on social services. Even at its best, it means that people’s movement up and down any ordinal scale of worth may have less to do with their own actions and more to do with shifts in whatever objective function the market is optimizing on given the circumstances. This is why, for instance, there is not just one credit score, but thousands, each tailored to the particular economic purpose it serves. Or why apartment rental companies may relax some tenant screening algorithm rules in periods of economic crisis.54 Or, again, it is why many ordinal systems—such as ratings for online labor platforms—tend to better reward the people who produce value for them. Having a good credit score, for instance, depends first and foremost on actively using the credit system. Someone who has been careful not to accumulate a history of debt may look like a much poorer loan prospect than someone who has been juggling different credit lines for years without ever quite going under. Similarly, as of this writing the company TaskRabbit favors workers who complete more tasks over those who are careful to only take on tasks they can do well. Social media companies care best for their most active and connected users, whatever it is they may be doing. Those who rarely post, comment, click the Like button, or message others will see their occasional contribution disappear into the algorithmic void, ignored by the machine and by the public it tends to in real time.55 The same will happen to those who are active but not liked enough by others.

Ordinal stratification is justified by a general ideology of merit and by the sense that what is being tracked looks something like a conventional picture of personal virtue. Yet scores or classifications are anchored by sharp differences in what is valuable in particular markets. People are pestered by ethical injunctions to self-optimize, self-appreciate, and self-care.56 But the point of this ethical work is both increasingly obscure and subjectively pointless. The rules of the game are unclear, and they adjust dynamically, whether it is as a response to new information or to allow for the myriad of experiments always running in real time. As one of Veena Dubal’s interviewees, a rideshare driver, puts it, gig work feels “like gambling. The house always wins!”57 Similarly, Hatim Rahman’s ethnography of a freelance work platform describes algorithmic management as an “invisible cage,” where the criteria of control are illegible and fluctuate unpredictably.58

Whatever the faults of a system calibrated on a person’s general merits may have been, a system calibrated on calculated estimates of someone’s particular, local value to an organization or a third party is much harder to understand. The apparent capriciousness of the system is often hard to bear. According to a 2023 survey, two-thirds of California drivers working for ridesharing apps Lyft and Uber (and a higher proportion of nonwhite drivers) have found themselves abruptly “deactivated” at least once from the app that provides their livelihood, in some cases permanently.59

Machine learning magnifies this problem. Rather than demanding specific kinds of inputs, data may be dredged to discover patterns with “virtually no pre-established conceptions” about its structure of meaning.60 For instance, smart finance algorithms may “consider the speed at which you typed in your date of birth, how much battery power is left on your phone,” and thousands of “weak features that correlate with creditworthiness.”61 Meaning is composed or engineered inductively, from within the pool of available data. It produces what Herbert Simon called a “synthetic” (rather than “artificial”) construct. That is, it does not seek to replicate the structure of the world but instead generates its own way to see, understand, and value.62 Think, for example, of how a chess engine like AlphaZero plays very differently from a human grand master. The machine’s moves are bolder and more aggressive, its game is more open, and it is wildly more successful at anticipating its opponent’s moves.63 Chess enthusiasts have been eager to learn from its games, including by covertly using the new form of intelligence to win competitions.64 But by the same token, AlphaZero’s style remains somewhat alien. Like modern chess players, ordinary people find themselves poorly equipped to orient themselves toward the increasingly synthetic systems that intervene in their lives, let alone contest their decisions. They, too, have to cope with a new kind of feedback.

A chess engine is at least oriented toward the clear goal of winning a well-defined game. It cannot change the rules or designate some new end state that would count as a victory. Finding paths to generate new value or profit is a much more loosely defined sort of game that allows for substantially more experimentation. If new kinds of behavior are rewarded because they produce the right sort of value, participants are faced with the question of whether to accept the new surveillance and adapt to its standards. Some will flee if they are able. As Karen Levy reports, truck drivers have been threatening to exit the industry after the government required electronic logging devices (ELDs) in 2012. In practice, few have actually done so.65 Resistance—voice—is a second possibility. The truckers made their dissatisfaction known, painted large “F-ELD” (Fuck Electronic Logging Devices) letters on their vehicles, and developed various strategies of coping and obfuscation.66 But the small symbolic satisfactions they gain are, in Levy’s words, “hollow victories.” Labor rarely has the upper hand. Les dés sont pipés. Resentful loyalty is the more likely option. Absent institutional protections (and of course in this case it was the state that mandated the installation of ELDs in the first place), many workers will soon act on the incentives and sanctions of automated systems, finding some interstitial freedom and even subjective meaning—some sort of pride or contentment—in reclaiming the process for themselves. A growing body of research across industry settings shows that this process of subjective reappropriation often involves workers playing solitary “making out” games with themselves, where they obsessively track their interactions with others and their algorithmic rating.67

As they have spread through occupations, ordinal regimes have generated discontent and legal challenges, or provoked workarounds and organized resistance.68 But their increasing ubiquity across all domains of life makes a unified challenge difficult to envision, let alone organize.69 The result is a kind of universal personalization. Each and every person’s value is determined by methods that are in one sense quite general but in another very specifically tailored.

Systematic outcomes look like the direct result of individual actions, actions are rewarded according to their market value, and value is expressed in ways that are experienced as a kind of personal virtue. Even if the criteria for being rewarded are strange and incomprehensible, there is a tendency for any system that produces a scheme of rewards or ranks, however perverse, to institutionalize itself as a value order and a basis for the attribution of personal merit. Scoring changes the intrinsic meaning of activities and the reasons why people pursue them, transforming them into so many metric-chasing games. On social media, the quest for virality displaces the enjoyment of genuine communication. The ambition to beat one’s previous, metricized record drives the compulsion to exercise.70 Optimization tends to reorganize moral intuitions by way of people’s willingness to experience the positive, real-world outcomes associated with high scores as naturally deserved, as the consequence of being a good, reliable, popular, and trustworthy person.71 It is tempting to say that, in a reversion to a much older, almost religious orientation to the mysteries of Divine Providence, the more opaque the evaluation process, the more willing people may be to believe that what is being recognized and rewarded is their own personal merits, their own worthy character.

Digital systems only know and manage fragments of ourselves, but they still maintain the cultural fiction of a knowable, purposeful, and agentic individual who can be measured, classified, and “civilized.” This individual has little choice but to cultivate their digitally mediated, “dividually” managed and technologically assisted self. In practice, the political project to produce this fiction has taken many forms. One rests on straightforward coercion, whether by normative means (through social pressure) or physical ones (through restricted mobility). Such a framing was, for instance, explicit in China’s original social credit system announcement. In the planning document released by the country’s State Council in 2014, the measurement of individual or organizational “honesty” tied to multisectoral and cross-regional rewards and punishments systems would allow “the trustworthy to roam everywhere under heaven while making it hard for the discredited to take a single step.”72 (More prosaically, the system aims to regulate people’s ability to move about and access various kinds of government-sponsored or market opportunities.) But this kind of design is not, and never was, the prerogative of nondemocratic regimes. Once institutionalized, the obligation to be seen, measured, and judged by some surveillance infrastructure may overflow its container and be put to all kinds of uses. Under the administration of President Donald Trump, for instance, the US Department of Homeland Security briefly used credit scores to help determine the eligibility of immigrants applying for a green card or US citizenship. The rationale behind the new policy was that a low credit score signals a risk of becoming a burden on the public purse in the future.

A different path, powered by behavioral economics and market design, rests on the use of choice architectures and incentives to govern individual and collective behavior.73 In this approach, good citizenship rests primarily on institutional efforts to instill a disposition toward exposure as a natural, desirable state. These may include reporting suspicious behaviors through a website or sending pictures of uneven pavements or overwatered lawns to city officials. But it mostly being open to having one’s financial, digital, or bodily activities nudged toward some institutionally desirable state by means of feedback or behavioral modification.74 The price mechanism, rather than state coercion, is a central part of this loop. An ordinal citizen’s personal goals might include walking a certain number of daily steps and hydrating regularly. A tracker can help them monitor these aims, while also reporting back so that their insurance risk may be assessed or priced more precisely. While driving to work they might agree to run an app on their phone that makes it clear to the insurer that they are not texting while driving. For this they might receive a small discount on their premium. When they get to work, they may be rated by customers. Their salary may depend on software running on their computer that breaks down their workflow, their communicative choices, or their connections to others. Other relevant measures that employers may look at include their estimated likelihood of quitting their job, or their cultural fit with the company. In each of these cases, they are priced not only according to their performance but also by their “willingness to accept.” They may find it necessary to rely on paid services and ancillary applications to optimize themselves on multiple digital scales or to work around the devices that measure their daily moves. Sometimes the application that they depend upon for their livelihood, enjoy in their leisure time, or use to coordinate their romantic life will sell a “boost” yielding better connections, some new ability, or a higher chance to be noticed. While these “pay to win” schemes tend to be unpopular, they are also lucrative and thus not that uncommon.

Even with sophisticated props, metrics, and representations, informationally managed ordinal citizens might never fully come into view to themselves. As new streams of data come along, the machinery that could sustain such an effort has become opaque, amorphous, and unsettled. Perhaps in an effort to circumvent Goodhardt’s law, the rules of ordinality change often.75 Alternatively, they tend to shift because the actual magnitude of most of the effects tracked by these metrics is tiny. Many nudge-based measures and methods grew out of an influential generation of behavioral research that was often severely underpowered and at times plainly fraudulent.76 The tendency of the ground to shift makes positions based on prior scores “algorithmically precarious” over the longer term, creating uncertainty about both the government of subjects and their self-conduct.77 As the game of ordinal citizenship becomes increasingly hard to play, the technology hammers one last nail in the coffin of the liberal view of civic life. Why not give up on freedom altogether and outsource every action to a machine that claims to know you better than you know yourself?78

The desire to make such a vision a reality is quite persistent. In a video leaked to The Verge (a technology website), Nick Foster, the head of design at Google’s moonshot unit, speculates about a world where people farm out all decision-making to digital devices. In this world Google seamlessly takes over, organizing your life and designing products “just for you” from a ledger of your past “actions, decisions, preferences, movement, and relationships.” As the process goes on to include everyone across multiple generations, tools scan other people’s ledgers to detect gaps in your data, use them to fill in those gaps, and thereby make your ledger “richer.” In the final step, the ledger is given purpose as the algorithm works to reinforce those behavioral traits that it finds desirable at the level of the species, so that future generations can benefit from the behaviors and decisions of their predecessors.

As always with such flights of fancy, the gap between an executive’s dreams and what can actually be put together as a working system is very wide indeed. The underlying impulse might be thought of as the desire to externalize aspects of morality in technology, the better to have it impose ends on ourselves and others.79 Any particular application of such a scheme is likely to be severely imperfect. As Evgeny Morozov suggests, we might end up resembling “the confused analysts of the National Security Agency: unsure of the value of the data we generate, we will opt to store them for posterity. And, unsure of how to maximize that value, we will keep adding data streams in the vain hope that the value of our data portfolio (the sum total of our life) will rise.”80 Whether realized as a success on its own terms or experienced as a gigantic failure of implementation, this is probably not what Marshall had in mind when it came to each person “sharing to the full in the social heritage” of their country. But in the future this may well be the political horizon that sets bounds on how we think about that shared heritage.







Conclusion
The Unbearable Rightness of Being Ranked



We began in California. At the outset of this book, we sketched the changing face of the Santa Clara Valley from its agricultural postwar origins to its suburbanized incarnation as Silicon Valley. We saw how this physical transformation was accompanied by another, less tangible, shift. The people living and working in the valley developed the tools and products that made possible our world of digital, distributed, self-modulating measurement and soft control. Once it got going, people quickly embraced it. The ordinal society is our name for that world. We have argued that it rests on a substrate of digital traces; that it began by exfiltrating human sociality by means of the gift; and that it now stratifies individuals through a myriad of differentiated methods of matching, scoring, and classification. Those methods have both a practical application and a moral valence. The ordinal society is both a means of social organization and a mode of first-person experience.

From the start, we have stressed the combination of generality and specificity that characterizes life in an ordinal society. Firms feel the general imperative to acquire and manage data, but they must also implement some specific software stack that may well be filled with bugs and incompatibilities, that will accumulate into technical debt, and that in time will become burdensome legacy code. Scoring methods and metrics are everywhere, but the classification situations they produce are local to the markets they are applied in. A searching disposition depends on a seething global network of information, but it is expressed in billions of individual queries and the choices that flow from them. In truth, this two-sidedness is a feature of any social form.1 It is a mistake to think that just because it is pervasive, a mode of social organization is also therefore automatically “totalizing” in the sense of relentlessly subordinating every last shred of action and experience to a single template. Rather, social life tends to overflow the organizational and institutional matrix imposed on it, even when those institutions provide a powerful basis for coordination and control. People’s experience does not quite fit the mold; ongoing situations are messy; circumstances require adjustment; events spin off in unexpected directions. The relevant question is, What are the criteria for legitimate action in any particular setting, what tools are at hand to engage in it, and who benefits from their use?

Social forms present different recipes for getting on with things, different tool kits for organizing action. The fulcrum of an ordinal society is the idea of coordination by ranking and matching, where rank is derived from the objective measurement of actual behavior and matching criteria depend on the purpose at hand. These methods are put to work within markets and organizations to sort and slot people into situations and positions. In practice, as we have repeatedly emphasized, this is a patchy process, typically adapted to circumstance, and often quite broken from a technical point of view. But efforts to do it are now pervasive thanks to the data-generating social substrate that produces the required material in volume and at speed. The promise of these tools is that they will be inclusive, objective, and efficient. They are pitched and sold to their users on that basis. They see every sparrow fall. They impassively record real actions. They never sleep. Most of all, they promise a form of justice, a kind of “actuarial fairness” in which rewards are carefully, individually metered thanks to the availability of data. These algorithmic intermediaries replace more conventionally solidaristic or universalist institutional classifications with an aesthetic of justified hierarchy. Rankings and ratings, and the associated matches that they enable, underpin an ordinal society’s imagination. Their rightness feels hard to deny. The quantities they express rest on a foundation of personal decisions, of individual behaviors, of our own carefully recorded choices. The outputs they provide seem tailored to us, and people like us.


Ordinalization’s Double Movement

In Outline of a Theory of Practice, and later in Pascalian Meditations, Pierre Bourdieu developed the concept of a “twofold truth,” an idea meant to analytically hold together “the point of view of the agents who are caught up in the object and the point of view on this point of view, which the work of analysis enables one to reach.” One way of understanding his point is to emphasize the tension between an individual and the “system” at large that organizes any particular person’s life. A Marxian analysis, for example, might point to how the former unwittingly plays a role in the reproduction of the latter. Perhaps people derive some intrinsic satisfaction from doing even a “bad” job well, or take pleasure in the “minor privileges” they can seize upon in their workplace.2 This will tend to mask, and thus render more effective, the wider exploitative system that contains these little games.3 That, in Bourdieu’s phrasing, would be a “twofold truth of labor.”4 We might see a similar sort of tension in people’s use of digital tools. The convenience and affirmative pleasures of connectedness could, as a kind of side effect, functionally contribute to other ends, helping an organization exert control or a business make a profit.

A slightly different way to think about this twofold truth is to contrast a first-person perspective with a third-person one. There is the way things seem and feel to us from our own point of view, and there is the way they look from the outside. In the case of the gift, for instance, one side of a twofold truth might be found in the subjective perception of gift exchange as a spontaneous and free activity. Meanwhile, the other side could be seen in what, to an outside observer, looks to be a socially obligatory activity unfolding within a wider strategic social game. Who or what we take this “outside observer” to be is the beginning of a slew of chronic puzzles and arguments in social theory. The third-person point of view might be understood just as the perspective of a curious outsider. Or it might be an objective scientist, or a critical local in possession of a broader theoretical perspective. Or it might even be thought of as the very eye of God, or some other “view from nowhere.”5 Bourdieu’s point is that this back-and-forth between the first- and third-person perspective is something that happens in practice all the time as people act and reflect on their actions. A great deal of ink has been spilled by social theorists wanting to reconcile or resolve this tension, either by eliminating one or other perspective for the purposes of making some analytical progress or by finding ways to keep both sides of the basic antinomy in view.

We can think of the rating and ranking that pervades ordinal societies in light of this tension. As a tool for doing things in the world, scores and grades have both a first-person and a third-person aspect. They are tremendously useful. They can help pick an employee, or a professor, or a restaurant, or an appliance. They provide information and order the world in a way that is easy to grasp and act on. They also have a curiously satisfying character. All of this is at its most straightforward when we are treating things instrumentally, as objects. From a first-person perspective, we generally prefer not to be subject to the power of these tools. Even here we tend not to want to reject them entirely. After all, we have come to expect and enjoy the personalization, safety, and convenience they bring. Moreover, the competition can be gratifying, like a somewhat challenging but enjoyable game. There is something thrilling about keeping track of oneself, all the more since the metrics have been designed to keep us hooked.6 Still, we would prefer to be assessed according to the “right” method or using “worthwhile” criteria, that is, criteria that benefit us.7

The tension between feeling that a ranking is right and finding that it is unbearable runs deep. Consider, for example, the ranking of American universities and professional schools undertaken by U.S. News and World Report magazine. Wendy Espeland and Michael Sauder analyzed the dilemmas faced by the administrators in charge of the law schools ranked by the magazine. In this case, the world of legal academia—a profession twice over, embedded in academia, training lawyers—lost control over its ability to make authoritative judgments about quality and prestige. This is really quite strange, because professions are in large part defined by their legitimate claim to produce and certify authoritative knowledge in some domain. How, in the words of Bard College’s president, Leon Botstein, did whole swaths of higher education end up “bamboozled by a third-rate news magazine. How could this happen?”8

In Espeland and Sauder’s account, law school faculty heartily dislike the U.S. News rankings and complain at length about their negative effects. These range from additional performance pressures on administrators and faculty, to forced and perhaps wasteful changes in budgets, to a reformatting of the landscape of choice facing law school applicants, to significant consequences for the employment chances of law school graduates. But the attraction of the rankings to prospective law students is also perfectly apparent. What is of interest is how difficult they are to resist. The academic legal establishment did not so much fall into the trap of rankings as become entangled in them. Like a fly touched by the thread of a spider’s web, they were at first only lightly caught up, but then found that each move they made in response only wound them in more tightly.9

What initially felt right to law school administrators about the rankings was that they expressed their sense of status in a visible and apparently objective way. But this visibility had a high price. A ranking system that people use and take seriously provides a link between the entities being ranked and their audiences, a link that is both seductive and coercive. Law schools were forced into a clear relationship with their peers—peers now publicly recognized as better or worse than them. In this way, a ranking is quite different from a threshold that any organization can meet or a certification that anyone can obtain—something that can be acquired without impugning the respectability of all the other players. By making comparison mandatory, rankings normalize competition. Moreover, they push people to compete on the dimensions that the ranking method values.

Late in 2022, several leading law schools did try to break the hold that U.S. News had on them. First one and then several others announced they would no longer be participating in the ranking process. Their efforts to break away were greeted with both praise and skepticism. In particular, critics complained that these schools wanted to have their cake and eat it too, believing they could remain prestigious while avoiding the useful, informative, and public discipline of a ranking system.10 This dilemma, or moment of bad faith, is quite real. Law school faculty, deans, and administrators are long past the time of their lives when their individual performance is routinely assessed in terms of As or Bs, as magna or summa cum laude. But they still exercise that capacity for judgment over others every week of the semester. They believe in it. They are still committed to the view that they know and can assess quality when they see it, and they usually think they can reliably quantify it. They would just rather not be subject to that pressure themselves.

The point is quite general, and it extends far beyond the world of methodologically weak rankings carried out by a magazine. A whole class of firms are intermediators; they live by producing and publicizing rankings. The small-scale, brittle ranking of schools by a tiny number of experts is dwarfed in size by coarser review aggregators for things like restaurants and hotels, and outmatched in sophistication by automated rating systems that manage large workforces. The latter, for instance, increasingly take inspiration from the world of online games. Here large numbers of individuals or teams play against one another in a relatively clearly defined way that generates both tiers of users and leaderboards. These methods have their origin in the Elo ranking system developed by the physicist (and chess master) Arpad Elo, which was first used by the US Chess Federation in 1960. Elo-style ratings were subsequently adopted in many other games and sports as a way of ranking proficiency in head-to-head competitions where there can (and often must) be a winner and a loser. A significant generalization of the approach for competitive games with more than two players was developed by Microsoft in the early 2000s and patented under the name TrueSkill. It powers the leaderboards and tiered-ranking systems for many online games on the Xbox platform. A tool like this is a near perfect exemplar of the twofold character of an ordinalizing system. First, it efficiently identifies the best players and positions them on some leaderboard. Second, and no less important, categories or tiers of players naturally fall out of this ranking, allowing players to be effectively matched against one another in a manner commensurate with their demonstrated skills or record of prior successes.11 The former gives individual players the prospect of a ladder that they might climb if they have the requisite skill and invest the needed time. But the latter also allows the majority of players to be comfortable within their tier, as they will be matched with opponents who are neither too difficult nor too easy for them.

Out in the world, methods that rank and match in order to stratify lie in between the clunky efforts of U.S. News, on the one side, and competitive online gaming in a wholly constructed environment, on the other. The former is, in effect, assembled by hand for about two hundred organizations every year or so. The latter constantly runs matching systems from moment to moment for millions of users across thousands of games. The ordinalizing tendency is to bring real-time ranking methods from the closed to the open world. In closed-world settings, the criteria for winning and losing are determined by designers and are fully tunable. Out in the more open, social world, success and failure are still definable, but the “games” being played are more diffuse and extended. Their stakes are also much higher. And, once again, what is especially powerful is the way that algorithmic ranking-and-matching systems bring order and discipline to social fields not just by producing groups and social strata though competition but also by setting the metrics through which competition is assessed and by rewarding and reinforcing the players who successfully compete on its terms.

Two-sided ranking schemes of the kind employed by Lyft or Uber have been one beachhead for transferring these methods. Thanks to smartphones, rating and matching on the basis of a “player’s” demonstrated quality, skill, or success in this market is a practical aim. Much the same stratifying techniques used in the video game Call of Duty can be applied when it comes to calling not just a cab but a good cab. Dating apps have been a second point of entry. There the competition is for mates. The relevant ranking methods are direct, two-sided assessments of match quality or desirability. True to the principle that—just as in Google’s PageRank—status is best conceived as the high regard of highly regarded others, dating apps may stratify users based on the interest their profile generates but weight those assignments by the scores of the people who express that interest. This, of course, immediately leads to the bleed-in of preference weighting based on the composition of the population. If the population of users is majority white, for example, and they tend to dismiss or give poor ratings to people of color because they do not want to date them, then in the aggregate there will be both severe homophily on match recommendations, on the one hand, and lower mean scores for nonwhite people, on the other.12

The people who run rating and matching systems of this sort are, by now, well aware of these kinds of problems. Players in different kinds of games (whether literal or social) can be assessed using different methods. Elo-style rankings are only the most straightforward type of stratifying device for the most direct kind of competition. The challenge is a dynamic one. Looking inward, so to speak, designers must try to understand the edge cases and failure modes that emerge from any ranking method when it works as designed. Meanwhile, looking outward, they find themselves trying to mitigate the overflow of preexisting social structure into their algorithmic scheme. One strategy is to look for other kinds of signal in the data over and above the obvious ones and to use those to tune the system. In a dating app, for example, this might be something like records of use patterns (such as how often you check the app) or more subtle features of your profile. How much do you write in your description? What kind of words are they? How many photos do you upload? What features do they have? Any such effort to wring a little more from the data will, in turn, be subject to the system being gamed or manipulated if users can figure out that this is what is happening. This back-and-forth amounts to a kind of multisided competition. The players are in a first-order competition with one another, searching for wins, but at least some of them are also in a second-order competition with the designers, searching for exploits.

Ordinalization’s double movement is further propelled by this desire to be in the game and also outside it, to successfully rank and match while also finding ways to personally evade its bad consequences. There is a huge demand for a flow of crisp, actionable information in assessment and decision-making. Yet, few people and organizations want to be assessed on the basis of rapid, reductive, potentially biased or inaccurate methods—at least, not very often. Probably none want to be replaced. The usefulness of these methods, and their close connection to the inescapable act of judging one thing to be better than another, makes a general disdain for rankings hard to sustain in a full-throated way. More often, both the acceptance and the rejection of ranking remain acts of bad faith. Their acceptance is often mealymouthed, as when a university spokesperson says that while they are gratified to be ranked at the top, it is, the substantive goals or ideals of education that really matter. By the same token, their rejection often amounts to a kind of bastard solidarity. This can happen in either direction. One may experience the sort of sour grapes that come from knowing one has been branded a loser (“I don’t care about your stupid ranking anyway”), or one may have some backdoor means to evade or reject the baleful, third-person eye of ordinalization.



The Will to Progress and the Will to Power

Bourdieu identifies his twofold truths primarily among the dominated segment of society. In the tradition of thinkers preoccupied with the failure of the working classes to properly grasp their own interests, he examines industrial workers who misrecognize their lot or Algerian peasants who misperceive the real meaning of social reciprocity. But misrecognition is not the sole domain of the destitute. The gap between objective situation and subjective understanding is hardly less insidious among the elite. Elites harbor a twofold truth of their own. At the top of society, the ambition to do well is closely intertwined with the insistence that one is also doing good.13 Those who benefit from entrepreneurial success often also want to be hailed for their virtue. Fortunately for them, there is no shortage of complacent philosophers on hand to uphold the idea that “self-interest [is] indistinguishable from collective abundance.”14 In this moral universe, the creative destruction unleashed by technological advances is imagined not just as economic change but also as moral progress. Some of this flows from the “engineering” view of the world. As Fred Turner remarks, “the ethics of engineering is an ethics of ‘does it work’? If you make something that works, you’ve done the ethical thing.”15 This kind of barebones ethics often blossoms in the most disruptive technological sectors, those that seek to devastate and reconfigure entire industries. It is especially easy to embrace given that many soi-disant disruptors lose a lot of money. If a company is bleeding capital, then what remains is the virtue that lies in what the product does.

But by itself this is rarely enough. Technology is endowed with other virtues too. It is somehow more democratic than democracy itself. It does not play favorites, it judges impartially, it is objective, and it works toward inclusiveness and equality. To be sure, this kind of ideological work is not unique to the tech sector. Corporations right across the economy partake in some version of it, in the same way that they also engage in philanthropy. But evangelizing talk of social progress through technological disruption, in particular, is often comically formulaic. In the TV show Silicon Valley, fictional software developers and venture capitalists reflexively mouth the platitude that their product, no matter how fatuous its purpose, is about “making the world a better place.” Its satire hits close to home, as this refrain is just as pervasive in the real Silicon Valley. To the extent that moral commitment and passionate devotion are perceived as “feeling rules” that help foster social recognition and economic success, one must perform them. The fact that this kind of “emotional labor” may be genuine does not always help. Twitter offers countless examples of the performance going awry, of public self-regard collapsing into self-delusion and public ridicule.16 The platform’s distinctive visibility, combined with the bubble-like insulation of the most popular tech thought leaders, has tended to produce particularly acute cases. Think of venture capitalist Marc Andreessen posting that “thanks to Airbnb, now anyone with a house or apartment can offer a room for rent. Hence, income inequality reduced.”17 Or think of OpenAI CEO Sam Altman writing about his company’s great promise of social equalization that “these tools will help us be more productive (can’t wait to spend less time doing email!), healthier (AI [artificial intelligence] medical advisors for people who can’t afford care), smarter (students using ChatGPT to learn), and more entertained (AI memes lolol).”18 Or Twitter founder Jack Dorsey commenting after Elon Musk announced his plan to acquire the company, “In principle, I don’t believe anyone should own or run Twitter. It wants to be a public good at a protocol level, not a company. Solving for the problem of it being a company however, Elon is the singular solution I trust. I trust his mission to extend the light of consciousness.”19 In each case, the blowback was predictable. Social media is a difficult, volatile place for anyone seeking approval and recognition, and billionaires are no exception.20

Philanthropy offers another, more indirect route to moral validation. Technology companies and executives, like their predecessors in the Gilded Age, have built empires of charity that annually pour billions of dollars into projects ranging from development to education to health care. At first blush, this burst of philanthropic activity among tech moguls must be understood in the context of the exponential rise of tech-related wealth and its attendant tax strategies.21 But it is often more self-serving than this, both materially and psychologically. Many charitable projects aim to reorganize entire sectors in ways that strengthen the profile and perhaps the economic future of the company. The paradigmatic example is education, which has become “[a test bed] for a model of schooling that is rooted in the embedded technological knowledges, assumptions, and practices of corporate technology culture.”22 These interests advance by way of the Maussian bargain. Computers, learning management services, and apps are often offered as part of an explicit philanthropic gift to schools or simply given for free to teachers to generate word-of-mouth adoption.23 Gifts are essential to construct what Juan del Nido calls the “gladiatorial truth” of technology, the idea that because the people (in this case, administrators, teachers, students, and parents) want it, they should have it.24

In this way the legitimation strategies of technologists are essentially populist. Their gifts, it is implied, work against established privilege and paternalistic, hidebound institutions. They act through and for the people, defending their freedom to choose, to search, and to express themselves. This, in turn, fosters healthy competition in every domain and, of course, a just distribution of rewards. In its strongest form, this view harkens back to the classically neoliberal position that markets are a model for the democratic process, more intrinsically democratic than the institutions of democracy itself. Ludwig von Mises, for instance, thought that the unique information-processing properties of markets made them better than democracy at delivering the right outcomes.25 But the dual truth of this species of neoliberalism is that its principled celebration of market competition as an implicitly democratic mechanism gives rise to a practical fascination with winner-take-all outcomes.26 The truth, brutally acknowledged by Mises, is that the market tends to reward those with more resources: “It is true, in the market the various consumers have not the same voting right. The rich cast more votes than the poorer citizens. But this inequality is itself the outcome of a previous voting process. To be rich, in a pure market economy, is the outcome of success in filling best the demands of the consumers. A wealthy man can preserve his wealth only by continuing to serve the consumers in the most efficient way.”27 The entrepreneurial class of Silicon Valley often expresses something like Mises’s view, or an even coarser version of it. Succeeding in the market is much the same as contributing to the cause of social progress, and the former confirms one’s authority to speak about the latter. The will to power uncomfortably sits on top of the will to progress.

Still, this sense of justified rewards does not do away with the desire to avoid being personally subject to the judgment of the market. For people accustomed to thinking they deserve their position at the top, the experience of being ranked can be all the more unbearable. Elon Musk’s reported insistence that Twitter design an algorithmic bypass to ensure that his own posts would appear in a more favorable position is both ludicrous and telling.28 The effort by social media platforms to sell social status itself, much as the king of France once sold titles of nobility, is the inevitable culmination of the tension between pure market power and the relentless force of ordinalization. Others, meanwhile, simply find ways to escape the world they have created. They retreat into personal spirituality and mindfulness, on the one hand, or try to buy out of the rules of the collective game, on the other.29 Those at the very top hedge against the future by trying to build quite literal escape hatches that lead, according to taste, to a luxurious underground bunker, outer space, or New Zealand.30



The Twofold Truth of Social Science

Finally, we should turn the light back on ourselves. Social scientists, society’s professional analysts, are no have been immune to self-deception than society’s actors. They never have been. Back in the eighteenth century, the precursors of modern social science were “ideologues of progress,” to use Krishan Kumar’s phrase.31 They, too, had vivid ideas about what the future would look like; they insisted on the connection between social change and moral progress; and they had strong views about the role of science and technology in this process. The French philosophes of the eighteenth and early nineteenth centuries—people like Turgot, Condorcet, and especially Saint-Simon—are particularly good examples. They gave us the modern use of words like individualism, industrialism, and socialism. Their successor and disciple Auguste Comte coined the word sociology (and, incidentally, also altruism) as he expounded his positivist religion of scientific humanism.

These thinkers were intoxicated at the prospect of the future. They also saw themselves as having scientifically discovered the stages that society would pass through to get there. They almost all thought that authority would soon be grounded in technical knowledge. Thus, they had fabulous plans for the future role of scientists, including what we would now call social scientists. They, too, wanted to eliminate politics from government and to replace it with rational administration by men of knowledge and expertise. Saint-Simon’s version, or one of them, was named the Council of Newton. Comte’s equivalent was to be called the Positive Occidental Committee. He said it would meet regularly in Paris and consist of eight Frenchmen, seven Englishmen, six Germans, five Italians, and four Spaniards. He designed a flag for it.

These delusions became what Hayek disdainfully called “the religion of the engineers.”32 It reached its first high-water mark under the auspices of the state. The “high modernist” schemes associated with it were unprecedented in scope and, subsequently, became victims of the hubris they embodied.33 Yet their residue is everywhere, from the Federal Reserve Board on down to comments on the Hacker News website insisting that software developers should not be fettered by ethical hand-wringing.

With the exception of elite economists, contemporary social scientists no longer expect to be technocratic high priests of a new society. These days, far from sitting on a Council of Newton, they—or we—spend time stuck on Zoom calls, pitching one another phrases coined to characterize the world we find ourselves in and our disaffection for it. This makes it easier for theorists to be justifiably skeptical of the happy talk and hype surrounding the social transformations that the commercial application of information technology has wrought over the past thirty years. Yet it also makes it easy to underestimate just how far we have come down the path that Comte and his ilk dreamed of walking.

The philosophes imagined a world where scientific knowledge would be deployed in the service of the rational administration of society by experts—which is to say, themselves. In the 1970s and 1980s, social network analysts tinkered with slow computers and trivially small datasets, dreaming of a world where the structure and flow of concrete social relations in real time might be captured in numerical form. Modern information technology opened up a new world of social data as both a blessing and a curse, an excess of information that was irresistible and frightening. By 2006, for example, Gueorgi Kossinets and Duncan Watts analyzed email communications using what was then an impressively large network dataset of forty-three thousand students, faculty, and staff at a university.34 At around the same time, at the height of the so-called US war on terror, the public became aware that the National Security Agency (NSA) had assembled a gigantic database of telephone calls in the United States, with the assistance of most of the major telecommunications providers. It captured ties between people who phoned one other, ready to be analyzed for potential evidence of terrorist cells.

Any social scientist who works with quantitative data dreams of ideal datasets: the kind of things we would collect if money, time and ethics did not restrict us. These daydreams tend toward harmless megalomania, visions of maximally comprehensive data on the whole population of interest, in real time, with vast computing power to analyze it, and no constraints on updating or extending it. At the limit, even though we know it to be absurd, we picture something like Jorge Luis Borges’s map, a perfect, one-to-one scale representation of the world. In this respect scientists and spies are not so different. The NSA’s efforts to uncover the real structure of things is kin to what motivates many a social scientist. The little megalomaniac that lives inside anyone who collects data for a living (“More detail! More measures! More coverage!”) thrills at the thought of what one could do at that scale. Think of the possibilities! The NSA was and is rather less constrained than the average researcher by money, personnel, or the law. The same goes for Google or Meta. To them, Borges’s map is less a daydream than a design challenge.

The massive expansion in the availability of social data has not resulted in a correspondingly elevated status for social science as a whole. Instead technology firms increasingly dominate the production of social-scientific knowledge by way of their domination over the data economy. They often share in or reap the symbolic rewards. Some disciplinary social scientists do gain access to private treasure houses of information. Most find themselves very much on the outside. At a minimum, as the terms of the Maussian bargain are once more enforced, what previously was a free flow of data easily scraped from the web can suddenly disappear into walled gardens or behind an application programming interface (API) that is exorbitantly expensive to access. For those social scientists in a position to cooperate, the benefits can be handsome. That next grant from Google, that Proceedings of the National Academy of Sciences paper, that TED Talk may be theirs. For the others, the threat is one of obsolescence and exclusion from real intellectual action. And so social scientists face their own challenge of bad faith. Their historical position as social critics sits uncomfortably with their involvement in an academic game whose core institutions are increasingly oriented toward the market.35

To make things even more difficult, this challenge works from both the inside out and the outside in. Each new significant innovation presents new temptations and fears. At the end of November 2022, for instance, millions of people signed up to play with ChatGPT, a prototype large-language-model chatbot from OpenAI. Its simple interface made it easy for everyone to experiment, explore its limits, and share its output. It was shockingly good at taking a brief prompt and producing a plausible form letter, a mediocre essay, or some code that might or might not run as expected. You could make it write rap battles between real or imagined characters. As people considered its gifts, delight became mixed with anxiety in a familiar way. Could it invent a good joke? Could you make it say something obscene? Could you make it say something racist? What if small-time entrepreneurs used it to improve their communication with customers? What if enterprising hackers used it to write malicious code? What if undergraduates used it to write term papers? What if faculty used it to provide feedback? What if lawyers used it to replace paralegals? What if clients used it to replace lawyers? It was striking how many commentators expressed first-person or third-person anxieties about the prospects for gaming some familiar system of ranking or evaluation. Would ChatGPT render older modes of grading and assessment obsolete? Could it be exploited in a way that allowed people to pretend to be better than they “really” were? Meanwhile, consistent with the Maussian bargain, signing up to play with it meant you were providing data to OpenAI to help further tune the underlying models.

The buzz around ChatGPT contrasted sharply with events a few weeks earlier, when the crypto exchange FTX underwent perhaps the most outrageous collapse in the short history of digital capitalism. Spectacular as it was, FTX’s fall was a painful reminder that the lure of the box of delights is first and foremost that of getting rich quick. In extreme cases, its dynamic boils down to utter recklessness and pure grift, but working out these goals through market modulation and financial abstraction is the normal state of things. Before its collapse, FTX was busy trying to get a new crypto derivatives trading process—one that bypassed the intermediation of brokers in favor of an automated resolution mechanism—approved by US regulatory authorities.36 The firm’s leaders were the children of prominent academics at the Massachusetts Institute of Technology’s Economics Department and Stanford Law School. Its head, Sam Bankman-Fried, had set himself up as a ragged-trousered philanthropist of effective altruism—a well-funded intellectual movement spearheaded by moral philosophers in American, Australian, and British academia—and, in the process, charmed the guardians of funds like Sequoia Capital.

At the time of this writing, the venture capital appetite for crypto and Web3 has diminished. Sequoia Capital has turned its sights toward the crabgrass frontier of generative artificial intelligence. The sector’s capital needs are colossal. The financial and energy costs of data storage and processing for large models are exceedingly high, as is the legal exposure that comes with grabbing the world’s stock of digital writing, images, and code.37 This quasi-academic homestead has quickly been taken over by a familiar handful of large, cash-rich corporations. OpenAI—the organization that originated ChatGPT, Codex, and DALL-E, among others—was established as a nonprofit research company in 2015 with a mission focused on “existential risk prevention.”38 As its products became more and more capable, the company became increasingly cagey about sharing its source code with the public, citing safety concerns. Access was moved to an API. In March 2019 OpenAI was officially reorganized as a capped-profit company, which allowed it to raise capital and offer stock options to employees. In 2020 it licensed the transformer language model GPT-3, its crown jewel, exclusively to Microsoft.39 The arrival of ChatGPT and other large language models fuses many of the elements we have examined in this book: techno-optimism fueled by the easy availability of cash, Maussian bargains with users, a new data imperative for corporations, the consolidation of a crabgrass frontier dominated by a few power players, potentially vast financial applications, dilemmas of authenticity, merit, and value, with the whole thing tangled up in a paradoxical rhetoric of persons who are both individually sovereign and cybernetically supervised.



WE HAVE TRIED TO GRASP and critique the social form emerging in front of us. From a sociological point of view, capitalism’s greatest systemic asset is its libidinal character, its ability to generate the “promise, constantly made explicit …, of a way to escape … dissatisfaction through either the accumulation of capital or the acquisition of the commodity.”40 Digital capitalism makes good on that promise. The acquisition process, often initiated with a gift, is easy and immediate. Its most direct implication, the possibility of sorting and thus of ordinalization, is deeply appealing. It equips organizations with the means to impose order and control, however flawed that may be. In the process it flatters and socializes people’s disposition to compete.41 Moved by a sense of obligation and inevitability, we have allowed it to dig deeper into our practices, our bodies, and our minds. The experience is totalizing: at once psychological, moral, and aesthetic.

The whole thing started innocuously. The computer geeks were likable. The World Wide Web was delightful, and harmless at first. But it was not immune to the arrival of capital, which often came with the blessing of the public and the state. As Tim Wu has observed, information and communication technologies tend to go through much the same economic cycle. Telephony, radio, television, film, and the web have all seen hobbies develop into industries, and industries into empires—until, that is, the state takes notice of their new scope.42 Digital capitalism may be at such a crossroads, on the verge of a government-induced move to decentralize, most evidently in Europe and latterly in the United States, where courts and regulators have enacted new privacy rules and launched a flurry of antitrust actions. In China, the tech behemoths have been spectacularly chastised by the Chinese Communist Party’s insistence on its juridical sovereignty over macrosocial coordination.43

The wheel may slow down and even stall for a while, but it never fully turns back. Particular information empires rise and then fall, but they do leave a lasting imprint on social life. The logic of layered sorting through personalization is by now built into economic infrastructures and social expectations. The advent of fine-grained, quantified personal data has propelled a rationalization of the social stratification process, and equipped it with a new kind of moral justification.44 Even if, as companies, Meta fails or Uber is despised, no one wants an uncurated news feed or an unrated cab driver anymore. The instrumental rationality of technique has produced its own substantive rationality of deserved ends. It has also laid the foundations for its own backlash. Everywhere, algorithms are becoming a target for academic critique, legal complaint, and grassroots resistance. Entire disciplinary subfields have arisen to sustain these movements.45 Meanwhile, alternatives to rationalized calculation are enjoying a revival. Under the banner of social justice, and in the name of excluded groups, progressive elites have rejected standardized testing and called for more informal and narrative modes of assessment once decried for being subjective and arbitrary. Critics of economic exploitation find themselves pining for the cash nexus and the anonymity built into it. Analysts of power and knowledge long for the certainties and security of respectable, credentialed expertise.46

What is it that they mourn? It is more than personal anxiety about a future that seems to escape their power and threatens to render them irrelevant. It is the unavoidable realization that the ordinal society is, as a mechanism of governance, a tangled and unfair mess. It is the sober acknowledgment that the proliferation of small-m meritocracies has installed a “hierarchical gaze” that sees social relations through the lens of quantified and ranked comparison, however ill conceived.47 It is the sad recognition that any institution that strives for this kind of orderliness, with its ideology of clean measurement of differences and its monstrous technological affordances, has difficulty accommodating a community of equals. As the ordinal society extends its reach, the insistence on formal equality under the eye of the market eclipses the struggle for substantive equality in the shadow of the state. It blinds us to what we all share and chips away at solidaristic feelings and institutions. Public goods and collective goals are being dissolved in the acid bath of individualization and competition, leaving us increasingly alone in a hyperconnected world whose social ordering is precisely metered and, in its factitious way, inarguably “right.” Life in the ordinal society may well be unbearable.
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